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Preface to the Second Edition

In the six years since the first edition of this tract was written, research in plasma physics has expanded greatly. Especially since 1958, when research on problems of controlled fusion was declassified, many papers have been published on physical processes in fully ionized gases. Our understanding of many subjects has substantially increased. Two topics where the scale of effort and the increased understanding have been particularly striking are the nature and stability of hydro-magnetic equilibria and the propagation of infinitesimal waves through a plasma.

A primary problem in revising this tract has been the selection of topics for inclusion. In the main, the original concept of the tract has been followed and chief emphasis has been placed on the macroscopic equations and their consequences. As in the first edition, however, a preliminary chapter deals with free particle motions, while a final chapter treats encounters between charged particles, giving for reference the various coefficients that must be employed in the macroscopic equations. The chapter on waves has been almost entirely rewritten and considerably expanded, and a new chapter added on hydro-magnetic equilibria and their stability. The extensive results on plasma dynamics obtained during the last few years by the use of the Boltzmann equation have been largely ignored. However, the physical mechanisms underlying such central phenomena as Landau damping, cyclotron damping, and two-stream instabilities are treated from a very simple point of view at the end of Chapter 3 on waves.
The chief area of research that has been excluded in the revised tract is the analysis of nonlinear phenomena, such as shocks and turbulence. While several idealized nonlinear problems have been solved recently, our understanding of this subject in general is still very limited.

The extensive burgeoning of plasma research within the last few years is particularly evident in the large number of published papers that should be included in a complete bibliography. While the number of references cited is about twice that of the first edition, no attempt at completeness has been made here; the references listed are primarily those known to the author, and do not necessarily provide either the earliest or the most complete treatment of any subject. As a natural result, the papers listed show a substantial bias in general for U.S. work, and in particular for contributions from the Plasma Physics Laboratory.

It is a pleasure to record my indebtedness to the many scientists who have suggested improvements and corrections to this material, in particular, to T. Northrop for his thoughtful comments on Chapters 1 and 2, to S. J. Buchsbaum, A. F. Kuckes, and M. A. Rothman for detailed suggestions on Chapter 3, to A. N. Kaufman and H. Dreicer for their remarks on Chapter 5, to W. E. Meador for his comments on the Appendix, and to A. Baños, A. Bishop, J. Dawson, M. B. Gottlieb, and W. A. Newcomb for a number of helpful suggestions. My special thanks are due to A. Simon and T. Stix for their critical reading of the entire manuscript.

Lyman Spitzer, Jr.

Plasma Physics Laboratory
Princeton University
Princeton, New Jersey
October, 1961

Preface to the First Edition

Both in gaseous electronics and in theoretical astrophysics there is a growing interest in gases which are almost completely ionized. Although, of course, ionization is never entirely complete, under some conditions the fraction of neutral atoms present may be less than a few per cent, and such atoms may therefore be neglected in discussing most of the physical properties of the gas. Moreover, in the case of hydrogen, which is overwhelmingly the most abundant element in the stars and in space, atoms which are ionized are also stripped. Helium, the next most abundant nucleus, is mostly stripped of its two orbital electrons inside the sun and in the solar corona. Even in a laboratory gas certain observed phenomena, such as plasma oscillations, are independent both of the presence of neutral particles and of the presence of bound electrons in the ionized atoms. Thus for many purposes it is useful to analyze theoretically the behavior of a gas composed entirely of electrons and bare nuclei.

Such a gas has the advantage of considerable simplicity in certain respects. Most quantum-mechanical effects can usually be ignored, except for a relatively weak interaction with the radiation field. Most of the phenomena important in normal gaseous electronics disappear; electron attachment, dissociative recombination, excitation and deexcitation of atoms and molecules, electrical breakdown, etc., do not occur in a fully ionized gas. Since a solid surface would reduce the ionization, any such surface must lie far from the regions being considered, and hence the complicated processes occurring at a
solid surface may be ignored. Likewise, the encounters between charged particles become in principle much simpler, as inverse-square forces are more precisely calculable than the complicated interactions of systems containing bound electrons.

The problems encountered in analyzing a fully ionized gas are of several types. Although the basic physical processes are simpler than in an ordinary gas, the motions are more complex, since these are coupled to the electromagnetic field. In the presence of a strong magnetic field this coupling between dynamics and the electromagnetic field gives rise to novel phenomena, first explored by Alfvén, which are included under the general heading of magneto-hydrodynamics, or, more simply, hydromagnetics. The latter term will be employed here. Even in the absence of a magnetic field the electrical properties of a completely ionized gas permit complicated motions, which involve electrostatic restoring forces, and which have no parallel in ordinary gases. Finally, the theory of collisions between particles, in so far as these determine the transport coefficients—electrical and thermal conductivity, viscosity, etc.—and the time of relaxation—the time required to establish an equilibrium velocity distribution—may be approached with a new viewpoint, because of the long-range character of the inverse-square forces involved.

Considerable progress has been made in these fields during the last few years, especially as a result of the work by Alfvén, Cowling, and Schlüter. No general but simple introduction to the subject now exists, and any one wishing to familiarize himself with this area must consult mostly original papers in a variety of journals. The purpose of the present tract is to provide such an introduction, designed for students at the graduate level.

The subject matter is restricted to those topics that may serve to give a theoretical understanding of the subject. Although some observational data are available on certain phases of the subject, as, for example, electromagnetic and electrostatic waves in plasmas, this material has been entirely excluded. To have added a detailed comparison with observations would have meant a considerable increase in the length and scope of this tract.

The book is designed for those who have had an introductory course in theoretical physics, but are otherwise unacquainted with the detailed kinetic theory of gases. For example, a knowledge of Maxwell’s equations is assumed, and likewise a familiarity with the elements of vector analysis, such as is provided in the introductory chapter of Page’s Introduction to Theoretical Physics. The bibliography is by no means complete, but it includes some of the basic papers in each area. It is hoped those who may work in the general field of fully ionized gases will find the references a useful introduction to a new and rapidly growing area of physics.

The author is greatly indebted to M. Savedoff, M. Schwarzschild, A. Simon, T. Stix, and L. Tonks for their careful reading of the manuscript and for a number of important suggestions.

Princeton, New Jersey
July, 1955

Lyman Spitzer, Jr.
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CHAPTER 1

Motion of a Particle

The motion of a charged particle under given external fields has been understood for some time. The analysis in the present introductory chapter, which follows closely the presentation by Alfvén (1), may serve as a review of this field, which is basic in the understanding of dynamical processes in an ionized gas. We shall use electromagnetic units throughout the present tract; to avoid confusion with the standard definition of the electron charge, e, in electrostatic units, the electron charge in electromagnetic units (e.m.u.) will be denoted by $-e/e$ throughout.

1.1 Equations of Motion

When a particle of charge $q$ moves through a region where an electric field $E$ and a magnetic field $B$ are present, the particle is subject to two forces. The electrical force, which is parallel to the field $E$, equals $qE$ dynes, where both $q$ and $E$ are measured in electromagnetic units. The magnetic force is at right angles both to $w$, the velocity of the particle, and $B$, the magnetic field strength. If $w$ is measured in c.g.s. units, and $B$, in gauss, the magnetic force is $qw \times B$ dynes. The basic equation of motion is then

$$m \frac{dw}{dt} = q(E + w \times B)$$

(1-1)

where $m$ is the particle mass, in grams.

This familiar equation possesses simple solutions in several special cases. When $B$ vanishes, and $E$ is constant in space ...
and time, the particle moves with constant acceleration \( qE/m \). When \( E \) vanishes, the acceleration is \( qw \times B/m \), and is always perpendicular to the velocity, producing a curvature of the particle path but no change in the scalar velocity \( w \). Thus the kinetic energy of a particle is unaffected by a magnetic field alone. If \( E \) vanishes and \( B \) is constant in space and time, the acceleration is constant in magnitude, and if \( w \) is initially perpendicular to \( B \) the particle will move in a circle of radius \( a \). If the acceleration \( qwB/m \) is set numerically equal to the centrifugal acceleration \( 10^7/a^2 \), we find at once that the angular frequency \( \omega_c \) is given by

\[
\omega_c = \frac{qB}{m} \frac{ZeB}{mc} \quad (1-2)
\]

the particle charge has been set equal to \( Z \) times \( e/c \), where \( e \) is \( 4.803 \times 10^{-10} \). The quantity \( \omega_c \) will be called the cyclotron frequency, since it is equal to the angular frequency with which particles gyrate in a cyclotron. For the corresponding frequency, \( \nu_c \), in cycles per second, we find

\[
\nu_c = \frac{\omega_c}{2\pi} = 1.54 \times 10^6 \frac{ZB}{A} \text{sec}^{-1} \quad (1-3)
\]

where \( A \) is the ratio of the particle mass to the mass of unit atomic weight, \( 1.660 \times 10^{-24} \text{gm} \). If \( Z \) is negative its absolute value must be taken.

The radius of gyration, \( a \), is equal to \( w/\omega_c \). If \( w \) is not initially perpendicular to \( B \), the perpendicular component, which we denote by \( w_\perp \), must be used, and \( a \) becomes

\[
a = \frac{w_\perp}{\omega_c} = \frac{mcw_\perp}{ZeB} \quad (1-4)
\]

The component of \( w \) parallel to \( B \), which we denote by \( w_\parallel \), will not be affected by the magnetic field, and will have no effect on the motions perpendicular to the field. When these two motions are combined, the final particle path will be a helix of constant pitch around a line of force.

In the following sections the motions of a free particle in other relatively simple cases will be treated. While an understanding of these motions is helpful, it should be emphasized that in the normal ionized gas, where currents and charges in the gas may be of importance, the single-particle picture is frequently not very convenient. Such currents and charges are found much more easily from the macroscopic equations of the gas, developed in the next chapter, than from the microscopic motions of single particles.

1.2 Particle Drifts

We now consider the motion of a charged particle which is moving in a magnetic field \( B \), but is subject to various perturbations, such as the presence of an electric field, or a small spatial inhomogeneity in \( B \), or a slow change of \( B \) in time. In such cases the motion can be described approximately as gyration around a point which is moving. This instantaneous center of gyration is called the “guiding center” of the particle. The motion of the guiding center transverse to \( B \) is called a “drift” of the particle.

a. Electric Field. Let \( E \) and \( B \) be constant in space and time, and let \( E \) be perpendicular to \( B \). We define a new velocity \( w' \) by the condition that

\[
w = w' + \frac{E \times B}{B^2} \quad (1-5)
\]

Since \( E \) and \( B \) are assumed constant in both space and time, substitution of equation (1-5) into (1-1) gives

\[
m \frac{dw'}{dt} = q\left\{ E + w' \times B + \frac{1}{B^2} (E \times B) \times B \right\} \quad (1-6)
\]

If we expand the triple vector product, taking into account that \( B \cdot E \) is assumed zero, we have

\[
(E \times B) \times B = -B^2 E \quad (1-7)
\]
Combination of equations (1-6) and (1-7) gives

\[ m \frac{dw'}{dt} = qw' \times B \]  

(1-8)

The motion defined by equation (1-8) is independent of the electric field, and consists of a gyration around the lines of force at the cyclotron frequency. The total velocity \( w \) is the sum of \( w' \) and a drift velocity \( w_d \), perpendicular to both \( E \) and \( B \). In the general case where \( E \) has components \( E_L \) and \( E_n \), perpendicular and parallel, respectively, to \( B \), this transverse drift velocity is given numerically by

\[ w_d = \frac{E_n \times B}{B} = \frac{10^4 E_n \,(\text{volt/cm})}{B} \]  

(1-9)

The component \( E_n \) will produce a uniform acceleration along the magnetic lines of force. If the value of \( w_d \) computed from equation (1-9) exceeds \( c \), the velocity of light, this equation is, of course, invalid. In this case the kinetic energy of the particle transverse to the magnetic field increases continuously. For a magnetic field of \( 10^3 \) gauss, equation (1-9) may be used as long as \( E_n \) is less than \( 3 \times 10^{12} \) c.m.u. or \( 3 \times 10^8 \) volts/cm.

The drift velocity given by equation (1-9) may be interpreted in either of two ways. Suppose that a positively charged particle is gyrating perpendicular to the magnetic field, as shown in Figure 1.1. The magnetic field is taken to be directed upwards out of the plane of the paper. If now an electric field is applied, the particle will accelerate on the left-hand side of its circle, and decelerate on the right-hand side; as a result the velocity on the side toward the top of the page will exceed the velocity on the opposite side. According to equation (1-4) the radius of gyration increases with velocity, and hence the radius of curvature of the particle's path is greater on the side near the top of the page than on the other side. A drift to the right results. For particles of opposite sign, the gyration will be in the opposite direction, but the acceleration produced by the electric field will also be reversed, and the drift will

be in the same direction as before. Analysis, in these terms, of the magnitude of \( w_d \) shows that it will be independent of both of the particle's mass and its velocity, as well as of the sign of its charge.

A more basic interpretation is in terms of the transformation of \( E \) and \( B \) in moving systems. In a system moving with the velocity \( E \times B/B^2 \) there is no electric field, provided that \( E_n \) is zero. Thus for an observer moving at the velocity \( w_d \) the electric field transverse to \( B \) has been transformed away, and as viewed by such an observer the particles must obviously circle around the lines of force. This argument makes it clear that equation (1-9) is valid for particles of relativistic energy, although equation (1-1) is non-relativistic.

b. Gravitational Field. If a particle is subject to a gravitational force which has a component \( mg_n \), perpendicular to \( B \), a drift will result exactly as in the presence of an electric field. The force per unit charge, which is \( E \) in the previous case, becomes \( mg_n/q \) in the present case, where \( q \) is again the charge on the particle. The drift velocity \( w_d \) then becomes, on substituting for \( E_n \), in equation (1-9),

\[ w_d = \frac{mg_n}{qB} = \frac{g_n}{\omega_e} \]  

(1-10)
where \( \omega_0 \), the cyclotron frequency, is given by equation (1-2). The direction of drift is in the direction perpendicular to \( \mathbf{B} \) and \( \mathbf{g} \), but now changes with the sign of the particle’s charge. For a positive particle, the drift has the direction \( \mathbf{g} \times \mathbf{B} \). The drift produced by a gravitational field is usually very small.

c. Inhomogeneous Magnetic Field. Suppose now that a particle moves in a magnetic field which is everywhere parallel to the \( z \) axis, but whose strength changes along the \( x \) axis. As the particle gyrates in the \( xy \) plane, its radius of gyration will, according to equation (1-4), change over the orbit. As in the previous case a drift must result, as shown schematically in Figure 1.2. In contrast to the cases immediately above, the drift velocity can now be found in general only by means of an approximate theory, in which small terms are ignored. The “first-order” theory, in which only terms of the first order in \( \omega_0/\omega \) are retained, has been developed by Alfvén (1). His result, in the present notation, is

\[ w_D = \frac{a \nabla_x B}{2B} \]  

where \( a \) is again the radius of gyration, given in equation (1-4), and \( \nabla_x B \) is the gradient of the scalar, \( B \), in the plane perpendicular to \( \mathbf{B} \). Apart from the factor 2, equation (1-11) can readily be deduced from dimensional considerations.

Similarly a drift arises if a particle is moving with a velocity \( w_\parallel \) along a line of force which is curved with a radius of curvature \( R \). We introduce a new coordinate system rotating with an angular velocity \( \omega_0/R \) about the center of curvature of the field. In this system the particle has no motion along the line of force, but the centrifugal force \( m \omega_0^2/R \) produces the same drift as a gravitational force \( mg \) of the same magnitude. Equation (1-10) may be used, and we find

\[ w_D = \frac{w_\parallel}{R} \]  

(1-12)

If no currents are present in the plasma, \( \nabla \times \mathbf{B} \) vanishes, and \( (\nabla_x B)/B \) equals 1/\( R \). The sum of equations (1-11) and (1-12) then yields

\[ w_D = \frac{1}{\omega_0 R} \left( \frac{1}{2}w_\parallel^2 + w_\parallel \right) \]  

(1-13)

The two drifts are in the same direction; for a positive particle \( w_D \) has the direction \( \mathbf{B} \times \nabla B \), with the opposite direction for a negative particle.

When the electric and magnetic fields are not constant in time, additional drifts arise in the first-order theory. More specifically, if \( \mathbf{E} \times \mathbf{B}/B^2 \) changes with time along the path of the guiding center, drifts arise which are first order in \( 1/\omega_0 \) but of higher order in \( 1/B \). A systematic discussion of all these drifts to first order in \( 1/\omega_0 \) has been given by Northrop (7).

Fig. 1.2. Drift produced by an inhomogeneous magnetic field.

\[ \mathbf{E} \times \mathbf{B} \]
a charged particle will always oscillate about some surface of constant flux, generated by rotating some line of magnetic force about the axis of symmetry.

To establish this result, we use the $\theta$ component of equation (1-1) for the acceleration around the axis of symmetry. Since the electric potential $U$, like the magnetic field $B$, is assumed independent of $\theta$, there can be no electrostatic contribution to $E_\theta$. If we also assume that $B$ is constant with time, there can be no induced $E$, and $E_\theta$ vanishes. To simplify the term $w_\theta B_\theta - w B_\theta$ we introduce $\Phi(r, z)$, the magnetic flux through a circle of radius $r$ in a plane of given $z$. The defining relation for $\Phi$ in differential form is

$$\frac{\partial \Phi}{\partial r} = 2\pi r B_\theta$$  \hspace{1cm} (1-14)

From the condition that $V \cdot B$ is zero we find, letting $\partial B_\theta / \partial \theta$ equal zero,

$$\frac{\partial \Phi}{\partial z} = -2\pi r B_\theta$$  \hspace{1cm} (1-15)

The $\theta$ component of equation (1-1), relating the change of angular momentum to the torque, can now be integrated directly; we obtain

$$mrw_\theta + \frac{q}{2\pi} \Phi(r, z) = C$$  \hspace{1cm} (1-16)

where $C$ is some constant. The magnetic field component $B_\theta$ may be an arbitrary function of $r$ and $z$ without affecting this result.

It is readily shown from Maxwell’s equations that if $B$ is a function of time, $2\pi r E_\theta$ equals $-\partial \Phi / \partial \theta$, and equation (1-16) is still valid, except that $\Phi$ is now a function of $L$, as well as of $r$ and $z$. From electrodynamical theory it is evident that $\Phi / 2\pi r$ is the $\theta$ component of the usual vector potential and that equation (1-16) is the familiar constancy of the generalized angular momentum in the absence of external torques. This result is exact also for relativistic velocities, if $m$ is taken as the relativistic transverse mass rather than the rest mass.

Equation (1-16) may be used to demonstrate particle confinement generally. We restrict ourselves here, for simplicity, to trajectories which do not enclose the axis of symmetry and for which, as a result, $w_\theta$ vanishes twice during each gyration. When $w_\theta$ is zero, equation (1-16) gives a simple relationship between $r$ and $z$; we denote by $r_1(z, C)$ the function $r_1$ determined in this way. Since $\Phi$ is defined as the magnetic flux crossing a circle of radius $r$, it is clear that $\Phi$ is constant along any line of force. Hence the points at which $w_\theta$ vanishes lie on a surface generated by rotating some line of force about the axis of symmetry; we call this surface a “surface of constant flux.” Different such surfaces are distinguished by different values of the constant, $C$. As the particle gyrates it continues to cross back and forth across the constant flux surface $r_1(z, C)$.

Physically, one would expect the excursions of a charged particle from this surface to be relatively small if $a$, the radius of gyration, is small compared to the axial distance, $r$. Mathematically, $w_\theta$ has at each point a maximum value determined by the known particle energy and the electric potential, $U(r, z)$. This upper limit on $w_\theta$ yields, from equation (1-16), an upper limit on $r - r_1(z, C)$, provided that $\Phi$ is a monotonic function of $r$, with a sufficient range of variation. The particle never departs from the surface of constant flux by more than this upper limit, which is about equal to the radius of gyration if $\Phi$ changes nearly linearly over this range of $r$. In this sense perfect confinement of a single particle against radial loss is assured in any axisymmetric system, if there are no collisions.

1.3 Magnetic Moment

For slow variations of $B$ in space and time the diamagnetic moment, $\mu_0$, of a charged particle is nearly constant, and provides an approximate integral of the motion. The magnetic
moment of a current \( I \) encircling an area \( S \) equals \( IS \). In the present instance \( S \) is simply \( \pi a^2 \), where \( a \) is the radius of gyration. The current equals the charge \( q \) multiplied by \( \omega_e/2\pi \), the number of gyrations per second. Hence we have

\[
\mu = \pi a^2 \frac{q\omega_e}{2\pi} = \frac{3\mu_w a^2}{B}
\]  

(1-17)

where we have made use of equations (1-2) and (1-4). The magnetic flux through the particle orbit is directly proportional to \( \mu \), since \( \omega_e \) is directly proportional to \( B \).

Let us consider how \( \mu \) changes when \( B \) changes with time, but is uniform throughout space. The change of \( B \) will induce an electromotive force around the orbit of the particle. From Faraday’s law (see equation (2-18) in the following chapter) we have, using Stokes’ theorem,

\[
\text{E.M.F.} = \oint \mathbf{E} \cdot d\mathbf{s} = - \int \frac{dB}{dt} \cdot dS
\]  

(1-18)

where \( d\mathbf{s} \) is a line element around the path, and \( dS \) is an element of the surface enclosed by the path. The change of kinetic energy per unit time is the product of the E.M.F. and the effective current, \( I \); as we have seen, \( I \) is \( q\omega_e/2\pi \). It is readily shown that the current and the E.M.F. are in the same direction if \( B \) is increasing.

Hence

\[
\frac{d}{dt} \left( \frac{3\mu w a^2}{2\pi} \right) = \frac{q\omega_e}{2\pi} \cdot \frac{dB}{dt} = \mu \frac{dB}{dt}
\]  

(1-19)

The rate of change of \( \mu \) may be found from equation (1-17); on multiplication through by \( B \), and differentiation with respect to time, we find

\[
\frac{d}{dt} (\mu B) = \frac{d}{dt} \left( \frac{3\mu w a^2}{2\pi} \right)
\]  

(1-20)

Combination of equations (1-19) and (1-20) shows that \( d\mu/dt \) vanishes. With \( \mu \) defined in equation (1-17) this result is valid only for nonrelativistic energies. In the relativistic case, considered by Hellwig (5) and by Vandervoort (9), \( \mu \) is constant if equation (1-17) is modified in two ways; \( m \) must be replaced by \( m^2/m_0 \), where \( m_0 \) is the rest mass, and both \( \omega_e^2 \) and \( B \) must be measured in a reference frame such that \( E_z \) vanishes.

A quantity which, like \( \mu \), is constant for slow changes of the electric and magnetic fields, is called an “adiabatic invariant.” In general, in any periodic motion with one degree of freedom the integral of \( pdq \) around the orbit is an adiabatic invariant; \( p \) is the generalized momentum associated with the coordinate \( q \). Another important type of adiabatic invariant is discussed in the next section.

The constancy of \( \mu \) would be exact if the electron charge were distributed uniformly around its circle of gyration. Whether \( \mu \) tends to be constant depends on the rate at which \( B \) changes. It is obvious physically that if all the change in \( B \) occurs while the electron is moving over a small arc of its circle of gyration, the line integral of \( \mathbf{E} \) around the circle, which we have used in equation (1-18), is irrelevant and \( d\mu/dt \) does not vanish. However, if we assume that \( dB/dt \) is proportional to \( \omega B \), and solve the equations of motion to first order in \( \omega/\omega_e \), then to this order \( d\mu/dt \) does in fact vanish.

The extent to which an adiabatic invariant such as the magnetic moment, \( \mu \), is constant to higher orders of \( \omega/\omega_e \), has been extensively analyzed. Kruskal (6) has shown that effectively \( d\mu \), the change of \( \mu \) resulting from a variation of \( B \), is zero to all orders of \( \omega/\omega_e \). To obtain this result during the time that \( B \) is changing requires that the definition of \( \mu \) in terms of the instantaneous \( w \) and \( B \) be modified to include higher order terms in \( \omega/\omega_e \). If \( \mu \) is determined when \( dB/dt \) and all higher derivatives are zero, these terms disappear from the definition. These results refer to the asymptotic expansion of \( d\mu \) in a series of ascending powers of \( \omega/\omega_e \), and do not imply that \( d\mu \) is rigorously zero. A variation of log \( (d\mu) \) as \( -\omega_e/\omega \) would be consistent with an asymptotic expansion vanishing to all orders of \( \omega/\omega_e \).
Next we consider the change of $\mu$ when $B$ varies along the particle path, but is constant with time at each point. Let us suppose that the gyrating particle is moving into a region of greater field. In such a case the lines of force will be convergent, and the magnetic field will have a component $B_r$ directed toward the line of force along which the guiding center is moving (see Figure 1.3). This component produces a retarding force in the direction of the particle's motion.

The magnitude of this force is readily computed. Following Alfvén, we shall simplify the analysis by considering an axisymmetric field, with the guiding center moving along the $z$ axis, taken to be the axis of symmetry. In more complicated situations other drifts may appear, but the essential results obtained here are unchanged. In cylindrical coordinates $r, \theta, z$, the magnetic field is independent of $\theta$; the condition $\nabla \cdot B = 0$ gives

$$\frac{1}{r} \frac{\partial}{\partial r} (r B_r) + \frac{\partial B_z}{\partial z} = 0 \quad (1-22)$$

If we assume that $\partial B_r/\partial z$ is constant over the cross section of the particle's orbit, and essentially equal to $\partial B/\partial z$, we may integrate equation (1-22) over $r$ to find

$$B_r = -\frac{1}{2} r \frac{\partial B_z}{\partial z} \quad (1-23)$$

Setting $r$ equal to the radius of gyration $\alpha$, and taking the $z$ component of equation (1-1) we obtain, with use of equation (1-17)

$$m \frac{d\omega_z}{dt} = -\mu \nabla \cdot B \quad (1-24)$$

where we use the symbol $\nabla \cdot B$ to denote the component of the gradient in the direction of $B$. Equation (1-24) is exactly what one would anticipate for a diamagnetic particle.

From equation (1-24) and the conservation of the kinetic energy $\frac{1}{2} m (\omega_r^2 + \omega_z^2)$ we can deduce the variation of $\mu$ with position. On multiplication of equation (1-24) by $\omega_r$, we obtain

$$\frac{d}{dt} \left( \frac{1}{2} m \omega_z^2 \right) = -\mu \frac{d B}{dt} \quad (1-25)$$

where $d/dt$ represents the time derivative taken along the path of the particle. By the conservation of energy, and equation (1-17), we have

$$\frac{d}{dt} \left( \frac{1}{2} m \omega_z^2 \right) = -\frac{d}{dt} \left( \frac{1}{2} m \omega_r^2 \right) = -\frac{d}{dt} (\mu B) \quad (1-26)$$

From equations (1-25) and (1-26) it follows again that $\mu$ is a constant of the motion, a conclusion valid here for particles of relativistic energies. Again, this result is approximate and does not hold if $B$ changes markedly over a distance equal to the radius of gyration. If the spatial derivative of $B$ is proportional to $k B$, Kruskal's analysis (6) demonstrates that $\mu$ is constant to all orders of $k \alpha$. Again, this result is valid only if the definition of $\mu$ is modified to include higher order terms in $k \alpha$.

Evidently the change of $\mu$ tends to be very small whenever $E$ and $B$ change sufficiently slowly in both space and time. When $\mu$ can be assumed constant, the motion of a particle in a magnetic field is much simplified, since only the motion of the guiding center need be considered. If two particles have the same guiding center, the same kinetic energy and the same magnetic moment, their guiding centers will then have identical trajectories independent of what phase the particles may have in their gyration around the guiding centers. This convenient
result holds to the same accuracy as the constancy of the magnetic moment.

Another important result which follows from the invariance of $\mu$ is the reflection of gyrating particles from regions of increasing magnetic field. If $\theta$ is the angle which the velocity vector makes with the $z$ axis, then the ratio of $w_z$ to the total velocity will be $\sin \theta$. Let $\theta_0$ be the initial value of $\theta$, where $B$ equals $B_0$. Then as $B$ increases, the constancy of the magnetic moment, $m w_z^2/2B$, implies that $w_z^2$ increases proportionally to $B$, and evidently
\[
\sin^2 \theta = B_0 \sin^2 \theta_0
\] (1-27)

When $B/B_0$ rises to $1/\sin^2 \theta_0$, then all the energy of the particle has been transformed into transverse kinetic energy, $w_\perp$ falls to zero, and the particle is then reflected back into the region of lesser field. Conversely, if $B_m$ is the maximum value reached by the magnetic field, all particles will be reflected for which $\sin^2 \theta_0$ exceeds $B_0/B_m$. Such a reflecting region may be called a “magnetic mirror.” Confinement of charged particles between magnetic mirrors is observed in laboratory devices and in the earth’s magnetic field, where the trapped ions above the atmosphere constitute the Van Allen radiation belts.

If we assume an isotropic velocity distribution for the particles within a mirror, we may readily compute the coefficient of reflection, $R$, defined as the fraction of particles reaching the mirror per unit time that are reflected. Consider particles with some given total initial velocity, $w$. The number of particles reaching the mirror per second, in the interval $d\Omega$ of solid angle, will be proportional to $\cos \theta_0 d\Omega$. Hence we have
\[
R = \frac{\int_{0}^{\pi/2} \cos \theta_0 d\Omega}{\int_{0}^{\pi/2} \cos \theta d\Omega}
\] (1-28)

where $\sin^2 \theta_1$ equals $B_0/B_m$. Since $d\Omega$ equals $2\pi \sin \theta d\theta \sin \theta$, we obtain
\[
R = 1 - \frac{B_0}{B_m}
\] (1-29)

Since $R$ does not depend on the assumed initial velocity, the same coefficient of reflection applies for an arbitrary velocity distribution, provided only that the distribution is isotropic.

For a trapped particle oscillating between two magnetic mirrors, the velocity parallel to the magnetic field gives rise to the “longitudinal” adiabatic invariant. If we denote by $ds$ the distance interval along the magnetic field, this invariant is the integral of $w ds$ over one period of oscillation back and forth between the mirrors. As we shall see in the next section, this invariant remains constant as the distance between mirrors changes slowly. In addition, it remains constant if the particle orbit slowly drifts to a different line of force, where the distance, $L$, between reflection points may be different. If this longitudinal adiabatic is expressed asymptotically in a series of ascending powers of $dL/dl$, the analyses by Gardner (4) and Kruskal (6) establish constancy to all orders, exactly as in the case of the magnetic moment.

1.4 Acceleration of Particles

The acceleration of charged particles to very high energies is a problem of interest in the study both of cosmic rays and of hot plasmas. Basically, such acceleration requires an electric field. We review briefly here three simple ways in which acceleration can be produced.

In principle the simplest method is acceleration by an electric field in the absence of a magnetic field, or parallel to the magnetic field. If $\mathbf{w} \times \mathbf{B}$ is negligible, the solution of equation (1-1) is trivial. However, in an ionized plasma at high temperature the electrical conductivity is very high, and any electric field parallel to $\mathbf{B}$ is likely to be very small. Hence Fermi (3) and Alfvén (2) have proposed two other methods for accelerating particles to cosmic ray energies; variants of these methods have been proposed for terrestrial plasmas.
In the mechanism proposed by Fermi, a charged particle is moving in a magnetic field between two interstellar clouds. If the magnetic field in the clouds is assumed to be greater than in the intervening region, the particle is trapped between two magnetic mirrors, of the type described in the previous section. Such trapping will occur, of course, only for particles whose velocity is inclined to the magnetic field at a sufficient angle. The clouds comprising the two mirrors are assumed to be moving toward each other at the relative velocity \( V \). A charged particle now gains energy on each reflection from the mirror.

The acceleration may be computed from the constancy of the longitudinal adiabatic invariant discussed in the previous section. We demonstrate here the constancy of this invariant with the simplifying assumption that the magnitude of \( B \) is constant between the clouds and does not change as the two clouds approach each other. Also, we assume that \( B \) is axially symmetric around the line joining the two clouds; as shown in Section 1.2, the particle drifts do not change the axial distance in this case and may be ignored. In this simple case \( \omega_1 \) is constant over virtually the entire path of integration and the longitudinal invariant equals \( 2\omega_1L \).

To demonstrate that \( \omega_1L \) is constant we take one cloud to be stationary, with the other cloud approaching it at a velocity \( V \); then each reflection from the moving cloud will increase the particle velocity by \( 2V \). The number of such reflections per second will be \( \omega_1/2L \), and we have

\[
\frac{d\omega_1}{dt} = \frac{\omega_1}{2L} \cdot 2V = -\frac{\omega_1}{L} \frac{dL}{dt}
\]

Integrating this equation we see that \( \omega_1L \) is constant. The corresponding direct proof that the longitudinal invariant is in fact constant in the more general case has been given by Northrop and Teller (8).

It is convenient to express \( \omega_1^2 \), or the parallel temperature \( T_n \) in terms of \( n \) and \( B \) instead of \( L \). Since the total number of trapped particles within a tube of force of radius \( r \) is constant, \( nL^2 \) must be constant; since \( Br^2 \) is also constant with time we have

\[
L \propto \frac{B}{n}
\]

Hence the kinetic temperature, \( T_n \) for a group of such particles, defined in terms of the energy \( \frac{3}{2}nmv^2 \), varies with time according to the law

\[
T_n \propto \left( \frac{n}{B} \right)^2
\]

In the simple case considered above, \( B \) is assumed constant, \( L \) varies inversely with \( n \), and \( T_n \) varies as \( n^2 \). This proportionality of \( T_n \) to \( n^2 \) is a direct result of the assumption that we have a one-dimensional system; compression is assumed in one dimension, and transfer of kinetic energy to the other two dimensions is neglected. It is well known that for adiabatic compression

\[
T \propto n^{\gamma-1}
\]

where \( \gamma \), the ratio of the specific heat at constant pressure to that at constant volume, is given by

\[
\gamma = \frac{2 + m}{m}
\]

the quantity \( m \) is here the number of degrees of freedom. In a fully ionized gas, no internal degrees of freedom need be considered, and for compression in one dimension \( m = 1 \), \( \gamma = 3 \), and we arrive at equation (1-32). If the particle velocities were randomized by collisions during the compression, then \( \gamma \) should be set equal to its usual value of 5/3 in equation (1-33).

This method of particle acceleration is subject to one important limitation. As \( \omega_1 \) increases, the angle, \( \theta \), between \( \omega \) and \( B \) decreases, and the particle is ultimately no longer trapped. Thus the ratio of the total energy to the transverse energy is increased to a certain limit, this limit depending on the reflection...
coefficient of the magnetic mirrors. Another manifestation of this same difficulty is that the transverse velocity can never be increased as long as $B$ is unchanged, since the magnetic moment, $\mu$, is constant in the absence of collisions and other perturbations. To obtain continuous acceleration of particles one must therefore assume that collisions or other effects re-establish an isotropic velocity distribution, after $\omega$ has been increased, and that the particles then become trapped and accelerated again. Since encounters with electrons and positive ions are relatively ineffective for very energetic particles, Fermi suggests that shock waves or plasma oscillations may tend to re-establish an isotropic velocity distribution in interstellar space.

In another mechanism, proposed by Alfvén, charged particles in space are accelerated directly by an increase in the magnetic field. Let us consider a region in which the magnetic field is spatially uniform but increasing in time; from the constancy of $\mu$, the magnetic moment, it is evident that for the particles in this region

$$T_\perp \propto B$$

where we have used the definition of $\mu$ in equation (1-14). Apart from the small drifts discussed in Section 1.2, the charged particles tend to follow the lines of force; as $B$ increases, the lines of force crowd closer together, and in the special case that the compression is strictly two-dimensional $n$ varies as $B$ and hence as $T_\perp$. This proportionality between $T_\perp$ and $n$ may also be deduced from equations (1-33) and (1-34), since in this case the compression is two-dimensional as far as velocities are concerned, and $\gamma$ equals 2.

Acceleration of particles in this way also is limited, since the relative change of $T_\perp$ equals the relative change in $B$. Alfvén suggests that particles may pass repeatedly through regions where $B$ is varying with time, and experience repeated accelerations, with collisions or other perturbations reestablishing an isotropic velocity distribution between the periods of acceleration.
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CHAPTER 2

Macrosopic Behaviour of a Plasma

The study of individual particles frequently gives insight into the behaviour of an ionized gas. However, such a study is not usually the most convenient method for obtaining quantitative information on specific problems. This is partly because the current density \( j \) plays an important part in most situations, giving rise to both electric and magnetic fields. In the presence of a magnetic field the relationship between \( j \) and the particle velocities is not a simple one, as we shall see below. Moreover, for any accurate computations a distribution of particle velocities must be taken into account. As a result, the computation of \( j \) from the velocities of single particles requires a consideration of a discouragingly large number of particles. For rigorous results in complicated situations such considerations cannot be avoided. For rapid but approximate results many specific problems are best analyzed in terms of the macroscopic equations of motion. These equations, together with other needed relationships, are presented in the following sections.

It is surprising, perhaps, that the macroscopic equations presented below do not depend very sensitively on the ratio of the collision frequency \( \nu \) to the electron cyclotron frequency \( \omega_{ce} \). Evidently this ratio has a very great effect on the types of motions of the individual particles. In addition, this ratio affects both the magnitude of the electric current flowing in response to an applied electric field, see Section 2.4, and the proper value of \( \eta \) to use for a current transverse to a magnetic field, see Section 5.4. However, if the resistivity \( \eta \) is small, the macroscopic motion of a plasma is remarkably independent of \( \nu/\omega_{ce} \), especially if conditions are uniform along each line of force.

To clarify the significance of the basic equations a number of special topics are discussed at the end of this chapter. The subsequent two chapters make detailed application of these equations to some of the standard problems of plasma physics.

2.1 Electrical Neutrality

Before considering the macroscopic equations, we consider first a basic property of a plasma, its tendency toward electrical neutrality. If over a large volume the number of electrons per cubic centimeter deviates appreciably from the corresponding number of positive ions, the electrostatic forces resulting yield a potential energy per particle that is enormously greater than the mean thermal energy. Unless very special mechanisms are involved to support such large potentials, the charged particles will rapidly move in such a way as to reduce these potential differences, i.e., to restore electrical neutrality.

To discuss this problem quantitatively we shall consider a situation where the electric field is everywhere parallel to the \( x \) axis. Let us consider that in a certain region no positive ions are present. The electrical potential \( U \) is then determined by Poisson's law, equation (2-16), which becomes

\[
\frac{d^2U}{dx^2} = 4\pi ne \tag{2-1}
\]

Again \( U \) is in e.m.u., while the electron charge in e.m.u. is denoted by \(-e/c\); \( n_e \) denotes the number of electrons per cubic centimeter. If \( W \) denotes the potential energy of an electron, equal to \(-eU/c\), then the change of \( W \) across a slab of width \( x \) is given by

\[
\Delta W = -2\pi ne^2x^2 \tag{2-2}
\]

provided that the electric field vanishes on one side of the slab. We shall denote by the symbol \( h \) the value of \( x \) for which the absolute value of \( \Delta W \) equals \( \frac{1}{2}kT \), the mean kinetic energy.
per particle on one direction; $T$ denotes the kinetic temperature in degrees Kelvin, while $k$ is the familiar Boltzmann constant. Evidently

$$h = \left( \frac{kT}{\epsilon_{r}e^2} \right)^{1/2} = 6.90 \left( \frac{T}{n_e} \right)^{1/2} \quad (2-3)$$

This quantity $h$, defined by equation (2-3), is called the “Debye shielding distance,” since Debye has shown, on the basis of certain approximations, that the field of a point charge in an electrolyte varies as $(1/r) \exp (-r/h)$; at distances $r$ greater than $h$ the electric field of the charge is shielded by particles of opposite sign. Although the precise applicability of Debye’s result to an ionized gas is open to question, the Debye shielding distance is clearly a measure of the distance over which $n_e$ can deviate appreciably from $n_e$.

Debye’s original analysis $n_e + n_eZ^2$ replaces $n_e$ in the denominator of equation (2-3). For shielding of a stationary charge both ions and electrons are effective, and this substitution is an appropriate one. However, Debye’s analysis is a very approximate one, and in a more realistic theory ions will certainly have different shielding effects from electrons, especially where rapidly fluctuating phenomena are involved. To consider such effects with any precision requires very detailed study, and for simplicity we may take equation (2-3) as giving a rough measure of the distance over which $n_e$ can deviate appreciably from $n_eZ$. For example, over a region whose thickness is ten times $h$, the electron density must equal $n_eZ$ to within one per cent, if the electrical potential energy per electron is not to exceed the mean thermal energy. Consideration of three-dimensional geometries does not change the order of magnitude of this result.

If $h$ is small compared with the other lengths of interest, an ionized gas is called a plasma, in accordance with the definition introduced by Langmuir (6).

In plasmas produced within the laboratory the Debye shielding distance is important in that it gives roughly the thickness of the sheath which develops wherever the plasma is in contact with a solid surface. Without such a sheath a plasma, in the absence of a magnetic field, would lose electrons much more rapidly than positive ions, owing to the greater electron velocity. If the potential of the solid surface is allowed to float, no current must flow from the plasma to the surface. In equilibrium a potential gradient arises near the wall, reflecting most of the electrons back into the plasma, the number striking the wall being equal to the corresponding number of positive ions reaching the wall. Within the sheath electrical neutrality is not preserved, even approximately, and $eU/c$ changes through the sheath by an amount comparable with $kT$. It follows at once that the thickness of the sheath must be about equal to the Debye shielding distance. Detailed physical analyses of a plasma sheath with various assumptions as to the potential difference between the plasma and the wall have been given by Tonks and Langmuir (14).

2.2 Basic Equations

The macroscopic quantities $j$ and $v$ are determined by the macroscopic equations of motion, the so-called transfer (or transport) equations of kinetic theory. In view of the basic importance of these equations, their derivation from the Boltzmann equation is given in the Appendix. For ions of charge $Ze/c$, mass $m_i$ and particle density $n_i$ the equation of motion (6-16) becomes

$$n_i m_i \left( \frac{\partial v_i}{\partial t} + v_i \cdot \nabla v_i \right) = \frac{n_i Ze}{c} (E + v_i \times B)$$

$$- \nabla \cdot \mathbf{U}_i - n_i m_i \nabla \phi + \mathbf{F}_i$$

where $\phi$ is the gravitational potential, and $v_i$, the mean velocity of the particles in an element of volume $dV$, is given by

$$v_i = \frac{1}{n_i dV} \sum w_i$$

(2-5)
The quantity $\Psi_i$ is the stress tensor, or dyadic, defined by

$$\Psi_i = \frac{m_i}{\Delta V} \sum (w_i - v_i)(w_i - v_i)$$  \hspace{1cm} (2-6)$$

the summation extending again over the volume element. The quantity $P_a$ is the total momentum transferred to the ions per unit volume per unit time by collisions with the electrons. If ions of other types are present, the transfer of momentum in encounters with these other particles must also be included. Here we shall assume, for simplicity, that only electrons and one type of positive ion are present. The equation of motion for electrons is obtained from equation (2-4), with $v_i$, $n_e$, $m_e$, $\Psi_e$ and $P_{ei}$ replacing $v_i$, $n_i$, $m_i$, $\Psi_i$, and $P_{ei}$, and with $Z$ set equal to $-1$.

Equation (2-4) is exact for a non-relativistic perfect gas. This equation is useful, however, only in those cases where the distribution of random velocities is sufficiently well behaved so that the stress tensor $\Psi$ may be approximated in a relatively simple way. In general, $\Psi$ has nine components $\Psi_{lm}$, where $l$ and $m$ represent directions along each of the three coordinate axes. Since $\Psi_{lm}$ equals $\Psi_{ml}$, there are only six independent components. In the simplest case the distribution of the random velocities $w_i - v_i$ is isotropic, $\Psi_{ml}$ vanishes unless $m$ equals $l$, and the three “diagonal components” $\Psi_{xx}$, $\Psi_{yy}$, $\Psi_{zz}$ are all equal to each other and to the scalar pressure, $p$. In this situation we have

$$\nabla \cdot \Psi = \nabla p$$  \hspace{1cm} (2-7)$$

There are two circumstances in which equation (2-7) is valid. The first arises when the mean free path for collisions between particles is short compared to the distance over which $p$, $v$ and other macroscopic quantities change significantly. This is the familiar situation in fluid dynamics, and applies to plasmas within stars, for example. It is well known that the velocity distribution is nearly isotropic when the mean free path is sufficiently short.

With a slight modification equation (2-7) is also valid, even for long mean free paths, provided two other conditions are both satisfied: (a), the plasma is in a magnetic field sufficiently strong so that the gyration radius, $a$, of each particle is short compared to the distance over which all the macroscopic quantities change appreciably; (b) the plasma configuration and its change with time are such that all gradients along the lines of magnetic force may be neglected. As Watson (15) and Chew, Goldberger and Low (3) have shown, condition (a) leads to the results that $\Psi$ is essentially diagonal, with the two components perpendicular to $B$ equal to each other. We denote these components by $p_z$; the component parallel to $B$ is denoted by $p_{||}$. This result is physically reasonable in the limit of infinite mean free path, since each individual particle gyrates around its guiding center with a nearly constant velocity, $w_z$. Provided that the distribution of guiding centers is nearly uniform over a distance equal to the gyration radius, the dispersion of velocities in each of the two directions perpendicular to $B$, resulting from particles of circular velocity $w_z$, should be closely equal to $\frac{2}{3}w_z^2$.

In the general case the restriction of $\Psi$ to only two independent components, $p_z$ and $p_{||}$ does not suffice to determine a solution of the macroscopic equations. Even in a stationary state both $p_z$ and $p_{||}$ may vary in the direction along $B$. When conditions change with time, determination of the way in which $p_z$ and $p_{||}$ change is not possible in any simple way, since heat energy may flow along the lines of force. When collisions are infrequent, such a heat flow depends on the detailed nature of the velocity distribution function, and cannot be determined in any simple way from the macroscopic equations. If condition (b) is satisfied, in addition to condition (a), then $p_z$ and $p_{||}$ are each constant along a line of force, there is no heat flow parallel to $B$, and the change of $p_z$ with changing $B$ is given by the familiar adiabatic law for two-dimensional compression, with $\gamma$ equal to 2—see Section 1.4. The longitudinal pressure gradient, $p_{||}$, is now irrelevant, since its gradient along $B$ is
assumed zero, and if collisions are unimportant equation (2-7) is applicable provided we replace \( p \) in equation (2-7) by \( p_i \). Condition (b) is essentially equivalent to requiring that the problem is two-dimensional, with all conditions uniform along \( B \).

In any case the stress tensor will have nondiagonal components \( \Psi_{rr}, \Psi_{rs}, \) and \( \Psi_{sr} \), which give rise to viscous stress and which are ignored in equation (2-7). In the limit of short mean free path the assumption that these stresses are linear functions of the quantities \( \partial v_r/\partial x_s \), where \( r \) and \( s \) represent coordinate directions, leads to the usual Navier-Stokes equation for a viscous gas. The effect of viscosity in the opposite limit of long mean free path is discussed briefly in Sections 2.5 and 5.5. Since relatively few situations have been studied where the viscosity of a fully ionized gas is important, we shall neglect these nondiagonal components in the general plasma equations derived here.

In summary, we shall here adopt equation (2-7) as a basic simplification. The macroscopic equations obtained in this way can be applied with high precision either to the case of short mean free path, when \( p \) is evidently nearly isotropic, or to the case of a strong, essentially two-dimensional magnetic field, where we may replace \( p \) by \( p_i \). A somewhat special situation in which equation (2-7) also gives reliable results is discussed in Section 3.2 in connection with the propagation of electrostatic waves. In other situations this equation may give a useful indication of what may happen, but should be employed with caution.

From equation (2-4), and the corresponding equation for electrons, one may obtain equations for the macroscopic quantities \( v \) and \( j \). For a gas containing only electrons and one type of positive ion, these quantities are defined by

\[
\begin{align*}
v &= \frac{1}{\rho} (n_i m_i v_i + n_m v_e) \\
j &= \frac{e}{c} (n Z v_i - n_e v_e)
\end{align*}
\]

(2-8)

(2-9)

where \( \rho \), the mass density, is given by

\[
\rho = n_i m_i + n_m m_e
\]

In analyzing plasma behaviour one may use the macroscopic equations for the ion and electron velocities, \( v_i \) and \( v_e \), or alternatively one may use the equations for \( v \) and \( j \). The former approach has the advantage that it provides a simple, clear derivation of plasma motions in those idealized cases where either the electrons or the positive ions remain at rest. However, in more general cases the use of \( v \) and \( v_i \) is somewhat cumbersome, as the current density, \( j \), which influences \( E \) and \( B \), must be determined separately from equation (2-9). To make possible a unified treatment of the subject as a whole we shall utilize the equations for \( v \) and \( j \) through the present tract.

In their exact form, discussed by Schlüter (10) and Lüst (7), these equations are rather complicated. Since these full equations are not needed for any of the subsequent discussion of plasma problems, we shall simplify the analysis with the following three basic approximations:

1. We neglect all the quadratic terms in \( v \) and \( j \) and their derivatives, thereby linearizing all the equations.

2. We assume electrical neutrality, with \( n_i Z \) equal to \( n_e \).

3. We substitute a scalar pressure for the stress tensor, in accordance with equation (2-7).

Addition of \( n_i m_i \partial v_i / \partial t \) and \( n_m \partial v_e / \partial t \) now gives the familiar linearized equation of motion

\[
\rho \frac{\partial v}{\partial t} = j \times B - \nabla p - \rho \nabla \phi
\]

(2-11)

The interaction terms \( P_{ei} \) and \( P_{ie} \) have cancelled out, by Newton's third law of motion. Subtracting \( n_i \partial v_i / \partial t \) from \( n_i Z \partial v_i / \partial t \) yields
\[ m_n m_e c^2 \frac{\partial j}{\partial t} = E + \mathbf{v} \times \mathbf{B} - \eta j \]  
\[ + \frac{e}{e Z_p} \left( m_n \nabla p_n - Z m_e \nabla p_e - (m_i - Z m_e) j \times \mathbf{B} \right) \]  
\[ (2-12) \]

We see that the gravitational force has cancelled out.

In deriving equation (2-12) we have assumed
\[ \mathbf{P}_{se} = \frac{\eta n e}{e} \mathbf{j} \]  
\[ (2-13) \]
where \( \eta \) is a suitable constant of proportionality. It is reasonable to assume that the momentum exchanged between positive ions and electrons should be proportional to the relative velocity of the two types of particles. Because of the velocity dependence of the collisional cross section, there will also be contributions to \( \mathbf{P}_{se} \) proportional to \( \nabla T \) and to \( \mathbf{B} \times \nabla T \); these thermoelectric terms are evaluated in Chapter 5, but are omitted here from equation (2-12), since the influence of thermoelectric effects on the dynamics of a plasma has yet to be considered in detail.

When \( \partial j/\partial t, \mathbf{B}, \nabla p_e, \) and \( \nabla p_i \) all vanish, equation (2-12) reduces to Ohm's Law, with \( \eta \) equal to the electrical resistivity. We may therefore refer to equation (2-12) as the "generalized Ohm's Law." As we shall see in Section 5.4, \( \eta \) is about twice as great for currents perpendicular to a strong magnetic field as for currents parallel to \( \mathbf{B} \) (or in the absence of \( \mathbf{B} \)). Hence the \( \eta j \) term should strictly be resolved into its components, with \( \eta_n j_n \) and \( \eta_p j_p \) perpendicular and parallel, respectively, to \( \mathbf{B} \). To a first approximation, however, an isotropic \( \eta \) may be assumed. When more than one type of positive ion is present, the generalized Ohm's Law becomes more complicated, and another equation must be added to determine the relative velocities of the two types of ions.

Equations (2-11) and (2-12) must be supplemented by the equations of continuity of matter and electric charge. From the general equation of continuity obtained in the Appendix, equation (6-8), we may write
\[ \frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \mathbf{v}) = 0 \]  
\[ (2-14) \]
\[ \frac{\partial \sigma}{\partial t} + \nabla \cdot \mathbf{j} = 0 \]  
\[ (2-15) \]
where \( \sigma \) is the charge density in electromagnetic units. Separate equations for \( \partial n_i/\partial t \) and \( \partial n_e/\partial t \) may be obtained by substituting equations (2-8) and (2-9) in these results.

Finally we have Maxwell's equations for the electromagnetic field, completing the list of basic relations. These equations may be written, in e. m. u.,
\[ \nabla \cdot \mathbf{E} = 4\pi \varepsilon_0 \sigma = 4\pi e c (n_i Z - n_e) \]  
\[ (2-16) \]
\[ \nabla \cdot \mathbf{B} = 0 \]  
\[ (2-17) \]
\[ \nabla \times \mathbf{E} = -\frac{\partial \mathbf{B}}{\partial t} \]  
\[ (2-18) \]
\[ \nabla \times \mathbf{B} = \frac{1}{c^2} \frac{\partial \mathbf{E}}{\partial t} + 4\pi \mathbf{j} \]  
\[ (2-19) \]
Equation (2-15) above may also be derived from equations (2-16) and (2-19).

The use of \( \nabla \times \mathbf{B} \) instead of \( \nabla \times \mathbf{H} \) in equation (2-19) may seem somewhat unusual. Since a plasma is a diamagnetic medium, it seems desirable to utilize \( \mathbf{B} \) to emphasize that the actual magnetic field inside the gas may differ from the field produced by external currents. However, since the permeability is not a very useful concept for a plasma it seems best to treat all plasma currents explicitly in equation (2-19). Once this is done all formal distinction between \( \mathbf{B} \) and \( \mathbf{H} \) vanishes, and if \( \mathbf{B} \) is used, \( \nabla \times \mathbf{B} \) is the proper quantity in equation (2-19). Anyone who so wishes may substitute \( \mathbf{H} \) for \( \mathbf{B} \) throughout this volume; if \( \mathbf{H} \) is used, the oersted should replace the gauss as the unit of measurement.

To these equations we must add another relationship de-
termining the temperature and hence the pressure. In certain simple cases one may use the adiabatic relations discussed in Section 1.4. If collisions produce a nearly isotropic velocity distribution, but energy losses are negligible, then \( \gamma \) in equation (1-33) must equal \( 5/3 \). If collisions are negligible, but all changes are two-dimensional, transverse to \( B \), \( p_1 \) replaces \( p \) in the equations above, with \( T_1 \) proportional to \( B \) as in equation (1-33). For slow changes in density the temperature is determined by the equation of energy balance, including such effects as resistance losses (ohmic or Joule heating), radiation and absorption of electromagnetic waves, and heat conduction.

In equation (2-12) terms of order \( m_e/m_i \) have been retained. These terms are required, for example, to give correct results for low-frequency waves in plasmas of very low density. Under most conditions, however, these terms are negligible. If we ignore not only terms in \( m_e/m_i \) but also the terms in \( \partial j/\partial t \) and \( \partial v/\partial t \), considering changes so slow that inertial effects are negligible, we obtain the much simpler equations

\[
\nabla p = j \times B - \rho \nabla \phi \tag{2-20}
\]

\[
E + v \times B = \mathbf{\pi} j + \frac{e}{e_n} \left( \nabla p_i + \rho \nabla \phi \right) \tag{2-21}
\]

where equation (2-11) has been used in eliminating \( j \times B \) from equation (2-12). These equations form the basis for the analysis of equilibrium configurations in Chapter 4.

2.3 Relation between Macroscopic and Microscopic Velocities

Equations (2-20) and (2-21) yield the macroscopic values of \( j \) and \( v \) when conditions in the plasma are changing slowly. To solve for \( j \) and \( v \) we take the vector product of these equations with \( B \), and obtain

\[
\mathbf{j}_i = \frac{B \times \nabla p}{B^2} \tag{2-22}
\]

\[
v_i = \frac{B}{B^2} \times \left( -E + \frac{e}{en} \nabla p_i \right) \tag{2-23}
\]

where we have assumed that both \( \gamma \) and \( \phi \) are zero. These equations must be satisfied in any quasi-steady solution. It is of interest to note that the roles of the two basic equations are reversed from the usual custom, since the equation of motion now determines the current density, while the generalized Ohm's law determines the velocity. This inversion is an important feature characterizing a plasma in a quasi-steady state in a magnetic field.

The motions determined from equations (2-22) and (2-23) do not agree with the microscopic particle drifts discussed in Section 1.2. It is only the effect of \( E \) which is the same in the two pictures; the macroscopic mass velocity resulting from \( E \) is the same in equation (1-9) and (2-23), and no current is produced, since electrons and positive ions drift at the same rate. On the other hand, the microscopic drifts produced by inhomogeneous magnetic fields do not appear in the macroscopic \( v \) and \( j \), while the macroscopic velocities and currents associated with pressure gradients have apparently no counterpart in the single-particle drifts. Some confusion has arisen in the past in connection with this apparently paradoxical result. We analyze here the difference between these two types of mean velocity.

The drift velocity \( w_D \) is defined as the mean velocity of the guiding centers in a volume element. If we consider all the particles gyrating about these guiding centers, the phases of gyration of the different particles will be random, the velocities of gyration will average out, and the mean velocity of such particles, which we may denote by \( v' \), will equal \( w_D \). However, \( v' \) is not the macroscopic velocity \( v \), which is defined as the mean velocity of all the particles which are located in a volume element, regardless of where their guiding centers are located. Thus to obtain \( v \) we must correct \( v' \) by first omitting from the average those particles which are outside the volume element, although their guiding centers are inside. Then we must in-
clude in the average those particles which are inside the volume element at a particular moment, but whose guiding centers are outside. When this correction is carried out, it is found that the computed value of \( v \) agrees with equation (2-23). Analyses along this line have been given by Schluter (11) and Spitzer (12).

As a substitute for the detailed analysis, a more general physical explanation of the results will be given here for a number of specific cases. When a pressure gradient is present, the macroscopic equations yield both a current density \( j \) and a velocity \( v \). On the other hand, the particle drift velocity \( \mathbf{w}_D \) is zero, provided that \( B \) is uniform. Actually we shall see below—equation (4-1)—that a pressure gradient is accompanied by a gradient of \( B \), but the \( \mathbf{w}_D \) due to this field gradient becomes negligibly small compared to the corresponding macroscopic velocity, found from equation (2-25), as \( p \) becomes small compared to \( B'/\sqrt{\pi} \). To simplify the problem we shall assume that \( B \) is uniform and \( \mathbf{w}_D \) zero.

Figure 2.1 illustrates how a pressure gradient can produce macroscopic currents and velocities across the lines of force, even though the guiding centers of the individual particles have no transverse drifts. The orbits of those particles are shown whose guiding centers lie in the plane \( A'A \), perpendicular to the plane of the diagram; the magnetic field is also perpendicular to the plane of the diagram. The number of particles gyrating in each circular orbit is represented by the width of the line; thus there are more particles gyrating on the right-hand side of the figure than on the left. It is clear that through a small element in the plane \( A'A \) more particles will move downward than upward. The quantitative analysis shows that both positive ions and electrons contribute to the current density, each proportionally to the pressure gradient for that particle. The macroscopic velocity depends only on the positive ions, owing to their much greater mass. Hence the electron pressure gradient does not appear in equation (2-23).

It is clear, of course, that the total number of particles crossing the plane \( A'A \) must be the same on either the microscopic or the macroscopic picture. End effects must be taken into account to obtain agreement. We assume that the plasma is bounded, on the right-hand side, by the infinite plane \( BAC \). The particles which are reflected from this plane will travel downwards, as shown by the dashed line in Figure 2.1. When these downward-moving particles are considered, the total flux of particles across the plane \( A'A \) is the same, whether determined microscopically or macroscopically.

The presence of particles reflected from the wall is necessary to reconcile the microscopic and macroscopic pictures. The importance of such particles was originally pointed out by Bohr and van Leeuwen, who explained why an isothermal electron gas of uniform density, confined by reflecting walls, should not be diamagnetic in the presence of a magnetic field. The diamagnetism resulting from all the freely gyrating electrons is exactly cancelled by the wall current, consisting of electrons reflected from the wall, as in Figure 2.1. When the electron pressure is not uniform, macroscopic currents appear, and the gas becomes diamagnetic as shown in Section 4.2 below.

We have seen that currents and macroscopic velocities can be present even when the individual particles show no drift. Conversely, we shall now see that the particle drifts caused by inhomogeneities in magnetic field strengths do not produce any macroscopic effects. Equations (2-22) and (2-23) do not give
any systematic currents or velocities when \( B \) is inhomogeneous, with \( E \) and \( \nabla p \) zero. This result must be reconciled with equations (1-11) and (1-12) of the previous chapter.

To understand the reason for the apparent paradox, let us again consider a region enclosed by perfectly reflecting walls. Let there be an arbitrary field \( B \) inside this region, such that the force on a charged particle is \( qw \times B \). Let us now imagine that at some initial time \( t_0 \) a group of identical particles is placed within the region. (Particles of opposite sign must also be included to preserve electrical neutrality, but we may ignore these, since collisions will be neglected.) We assume that all these particles have a scalar velocity within a narrow range \( \Delta w \), that the velocity distribution is isotropic, and that the number of particles per unit volume is initially uniform. In other words, the density of particles in phase space is uniform throughout the range, for \( w \) within the range \( \Delta w \), but vanishes for scalar velocities outside this range. Liouville's theorem, which is applicable here, states that the density in phase space is constant along a dynamical trajectory. Since the assumed force is perpendicular to \( w \), the direction of particle motion will change along a dynamical trajectory, but the scalar velocity will not. Since the initial density in phase space is independent of the direction of motion and also independent of position in space, it follows that the motions of the particles will not produce any change whatever in the phase-space density of particles. Hence the initial distribution will remain constant in time. The macroscopic current and velocity obviously vanish, since the velocity distribution is isotropic. Consideration of particles with other velocities will not affect this result. We conclude that in a region where the velocity distribution is initially isotropic and the density and pressure are uniform, no macroscopic velocities or currents can appear, regardless of what magnetic field, \( B \), may be present, provided that \( \partial B / \partial t \) vanishes.

As before, the total flux of particles across any infinite plane must be the same, whether computed macroscopically or microscopically. The flux of wall-reflected particles must therefore exactly cancel the net number of particles drifting across the plane because of magnetic inhomogeneities.

When collisions are important, this proof may be modified. Let us first consider a system without collisions, but with a velocity distribution which is everywhere isotropic and Maxwellian, with a constant kinetic temperature over the region considered. It is clear from the above arguments that such a distribution is self-maintaining and that macroscopic velocities and currents vanish. The introduction of collisions will clearly not alter the velocity distribution. Evidently in a closed system in thermodynamic equilibrium \( j \) must vanish, a conclusion emphasized by Cowling (4).

### 2.4 Electric Currents

The ratio of \( j \) to \( E \) in specific situations is frequently called the conductivity. When Ohm's law is valid this ratio is indeed the normal conductivity, or \( 1/\eta \). In other situations, however, \( j \) and \( E \) are not necessarily parallel, and the ratios of their components in different directions depend on the detailed solution of the basic equations. In fact, the ratio \( j_{\perp}/E_{\parallel} \) may lie anywhere from zero to infinity, depending on the previous history of the plasma. There has been some confusion on this subject in the past, and it is worth while to discuss in some detail the magnitude of \( j \) under different conditions.

There are circumstances in which Ohm's law in the simple form is always obeyed in a plasma. For example, if the plasma is in a steady state, with \( v \) everywhere zero, and if the gravitational potential vanishes, equation (2-21) gives

\[
\eta j = E - \frac{e}{cn_s} \nabla p_i
\]

According to equation (2-20), \( j \) can have no component parallel to \( \nabla p \), if a magnetic field is assumed to be present. If \( \nabla p_i \) and \( \nabla p_e \) are assumed everywhere parallel, then \( j \) can have no com-
ponent parallel to \( \nabla p_i \), and according to equation (2-24) \( \eta j \) must equal the component of \( E \) parallel to the current. Thus in a certain sense Ohm's law in the simple form is obeyed. The remaining component of \( E \) balances out the gradient of \( p_i \) to produce zero velocity in equation (2-23). As Schlüter (10) has shown, a plasma in a magnetic field has a remarkable tendency to approach the equilibrium situations in which equation (2-24) is obeyed.

If we take the scalar product of equation (2-24) with \( j \), in this idealized case, we obtain

\[
\eta j^2 = j \cdot E \tag{2-25}
\]

Evidently \( j \cdot E \) is the rate at which work is done on the electric current per unit volume, while \( \eta j^2 \) represents the heating of the gas by the current. To maintain a steady state the heat generated must be radiated away as fast as it is produced.

In other situations, \( \eta j \) and \( E \) may have little relationship to each other, although the heat dissipated because of the resistance losses is always \( \eta j^2 \). To consider the simplest possible case that illustrates the essential features of the problem, let us suppose that an electric field \( E_0 \), transverse to the magnetic field, is applied abruptly, increasing from zero to a constant value at the time \( t = 0 \), when \( v = j = 0 \). We consider an infinite medium, with no gravitational field, and let the pressures be everywhere constant. We shall neglect all induced electric and magnetic fields produced by the changing current, although in fact these may prevent penetration of the electrical field into the plasma (skin effect). If now we express \( \eta \) in terms of the collision frequency \( \gamma \), by means of equation (5-32), and use equation (2-11) to eliminate \( v \) from equation (2-12), assuming that \( j \cdot B \) vanishes and neglecting \( m_e/m_i \) compared to unity, we find, after some rearrangement

\[
\frac{\partial j}{\partial t} = -\frac{\gamma E}{\eta} - \omega_i \omega_{ce} \int_0^t j dt - \omega_{ce} \frac{j \times B}{B} - \gamma j \tag{2-26}
\]

where \( \omega_{ce} \) and \( \omega_{ci} \) are the cyclotron frequencies of electrons and positive ions, respectively. We investigate the solution of equation (2-26) in various simplified situations.

a. No Magnetic Field, \( \omega_{ci} = \omega_{ce} = 0 \). In this case we have the simple solution

\[
j = \frac{E}{\eta} (1 - e^{-\gamma t}) \tag{2-27}
\]

Evidently \( j \) approaches its final value very closely within a few collision times.

b. \( \omega_{ci} = 0, \omega_{ce} \) Finite. Since we are interested primarily in the final steady current, we set \( \partial j/\partial t \) equal to zero. If we take the \( z \) axis in the direction of \( B \), and the \( y \) axis along \( E \), equation (2-26) now yields the solution

\[
j_x = \frac{E_x}{\eta} \frac{\omega_{ce}}{1 + (\omega_{ce}/\gamma)^2} \tag{2-28}
\]

\[
j_y = -\frac{E_y}{\eta} \frac{\omega_{ce} / \gamma}{1 + (\omega_{ce}/\gamma)^2} \tag{2-29}
\]

If the term \( \partial j/\partial t \) is retained, \( j_x \) and \( j_z \) oscillate around their final values with an angular frequency \( \omega_{ce} \), the oscillations damping out in a few collision times. Thus equations (2-28) and (2-29) are valid only for times large compared to \( 1/\gamma \).

When \( \omega_{ce} \) much exceeds \( \gamma \) the current parallel to the applied electrical field is much reduced, and varies linearly with the collision frequency (since \( \gamma \) and \( \eta \) are proportional). This result may be understood simply on the basis of the single-particle drifts. When an electric field \( E_0 \) is applied to a group of electrons, transverse to a magnetic field in the \( z \) direction, the electrons start to move in the \( y \) direction, but after a net displacement \( d_z \) in this direction they end up drifting in the \( z \) direction with the velocity \( E_0/B \). After the electrons have collided with stationary positive ions and lost their momentum in the \( x \) direction, they suffer another displacement \( d_x \) on the average, before drifting off in the \( x \) direction. The more frequent the collisions, the more frequent the displacements in the \( y \)
direction and the greater the current in this direction. The current in the z direction, called the Hall current, is independent of \( v \), if \( \omega_{ei} \) much exceeds \( v \), and is simply equal to the charge density \( -ne/c \) times the transverse drift velocity \( E_y/B \).

3. \( \omega_e, \omega_i \) Both Finite. While the detailed solution of equation (2-26) is somewhat involved in this general case, the physical results are simple and physically understandable. In a time comparable with \( 1/\omega_e \), the positive ions are also influenced by the electric field and begin to drift across the magnetic field with the velocity \( E_y/B \). Their contribution to \( j_z \) (the current density parallel to \( E \)) far outweighs that of the electrons, if \( \omega_{ei}/v \) is large, while their contribution to \( j_x \) (transverse to \( E \) and \( B \)) tends to cancel the electron Hall current. In the steady state both electrons and positive ions drift in the \( x \) direction with a velocity \( E_y/B \). When electrons collide with the positive ions they do not lose any momentum in the \( x \) direction and hence do not suffer any displacement in the \( y \) direction, and therefore the electron current parallel to \( E \) vanishes. For the same reason, the positive-ion current parallel to \( E \) vanishes. The fact is, of course, that all currents in the final state must vanish, since to an observer traveling with the drift velocity no electric field is present. More generally, equation (2-22) shows that steady-state electric currents transverse to \( B \) are produced only by pressure gradients transverse to the magnetic field.

A detailed solution of equation (2-26), retaining all terms, but with \( v \) assumed small compared to \( \omega_{ei} \), shows that the contribution of positive ions to \( j_z \) equals the electron contribution, given by equation (2-28), when \( t \) equals \( \nu/\omega_e \omega_{ei} \). For greater values of the time the positive-ion current continues to rise for a while, but then oscillates with an angular frequency \( \omega_{ei} \), the oscillations dying out as \( \exp(-\nu\omega_{ei}/\omega_{ei}) \). We see that equation (2-28) is valid only for \( t \) less than \( \nu/\omega_e \omega_{ei} \). However it has already been shown that equations (2-28) and (2-29) are correct only if \( t \) exceeds \( 1/v \), since for shorter times the neglected inertial terms, proportional to \( \partial j_x/\partial t \), become important. Evi-

dently in an ionized gas these equations are valid only in the special case where \( v \) exceeds \( \omega_{ei}/\omega_{ei} \), and then only for a particular range of values for \( t \). In a weakly ionized gas much more time is required for all the gas to attain the drift velocity \( E_y/B \), and the range of validity of these equations is much increased.

d. Polarization. While the detailed general solution of equation (2-26) is too complicated to warrant further discussion here, one simple result follows immediately from this equation. We have seen that in the steady state which is finally reached after the imposition of a constant \( E, j \) must vanish. Hence we obtain immediately the following condition on the integral of \( j \) over time

\[
\int_0^\infty j dt = \frac{\nu}{\omega_e \omega_{ei} \eta} E = \frac{\rho}{B^2} E \tag{2-30}
\]

where \( \rho \) is again the mass density and where we have again used equation (5-32) for \( \nu/\eta \). Essentially the total current flow is limited by the condition that the force \( j \times B \) accelerates the gas up to the drift velocity \( E/B \). Equation (2-30) also indicates that for sufficiently large \( t \), the time integral of the Hall current must vanish exactly.

Equation (2-30) is derived for the situation where \( E \) is constant after an abrupt initial increase. If \( E \) changes slowly, so that its relative change in the time \( 1/\omega_e \) is small, then \( v \) is closely equal to \( E \times B/B^2 \) at all times, and from the equation of motion, equation (2-11), we find

\[
j_t = \frac{\rho}{B^2} B \times \frac{dv}{dt} = \frac{\rho}{B^2} \frac{dE_t}{dt} \tag{2-31}
\]

This is the equation for a polarizable medium, with a polarizability \( \rho/B^2 \). The dielectric constant, \( K \), then becomes

\[
K = 1 + \frac{\epsilon \sigma \rho c^2}{B^2} \tag{2-32}
\]

Thus a fully ionized gas in a magnetic field, while it does not show a simple conductivity, behaves like a dielectric for the component of \( E \) perpendicular to \( B \). If \( \rho \) and \( B \) are time de-
pendent, the polarization cannot, in general, be found by use of the dielectric constant $K$ given in equation (2-32), but must be found directly from the basic equations.

2.5 Motion of Material across Lines of Force

As pointed out by Alfvén (1), the lines of force within a perfectly conducting gas tend to be "frozen in" the material. This concept may appear to be somewhat vague, since electromagnetic theory offers no unique definition of the motion of a line of force. To make this idea more precise, we may say that in a conducting gas the magnetic flux $\Phi$ through any closed contour, each element of which moves with the local gas velocity $v$, tends to remain constant. If $\Phi$ through every contour is strictly constant during the motion, Newcomb (8) has shown that the magnetic lines of force can always be taken to be moving entities, each element of which moves with the local velocity $v$. This representation is not always unique, and thus some magnetic fields can be represented by lines which do not move with the local fluid velocity; for example, an arbitrary rotation about an axis of symmetry can be assumed. If $\Phi$ is not constant through a contour following the fluid, but $E \cdot B$ vanishes, $B$ can still be represented by lines of force, but these are not fixed with relation to the fluid. If $E \cdot B$ differs from zero, the lines of force do not necessarily retain their identity as $B$ changes, and representation of the field with lines of force moving at any velocity may not be possible.

To determine the conditions under which the lines of force may be regarded as frozen in the fluid, we shall compute the general conditions under which the magnetic flux is constant through a closed contour moving with the fluid. The velocity at which a plasma diffuses across a strong magnetic field as a result of particle collisions and other effects will then be discussed.

a. Change of Flux through a Moving Surface. The change of $\Phi$ through a moving surface results from two causes: first, the change of $B$ with time at various points on the surface, with $v$ set equal to zero, and secondly the motion of the contour itself, which may result in encompassing more or less flux. The change of field with time produces a change of $\Phi$ given by

$$\frac{d\Phi}{dt} = \iint \frac{\partial B}{\partial t} \cdot dS$$

(2-33)

where $dS$ is an element of area. The change of $\Phi$ resulting from the motion alone is found from the rate at which the contour moves across the lines of force, with the time derivative of $B$ ignored and the lines of force motionless. If $ds$ is an element of length of the contour, then $v \times ds$ is the area swept over by the element, per unit time; the flux through this area is $B \cdot v \times ds$. Hence the change of $\Phi$ resulting from the motion alone is

$$\frac{d\Phi}{dt} = \int B \cdot v \times ds$$

(2-34)

integrated around the contour.

Equations (2-33) and (2-34) may now be combined to yield the total time derivative of $\Phi$. In equation (2-33) we substitute from equation (2-18), while in equation (2-34) we first interchange the dot and vector products, and then transform the line integral to a surface integral, by means of Stokes' theorem. We obtain

$$\frac{d\Phi}{dt} = -\iint \nabla \times (E + v \times B) \cdot dS$$

(2-35)

The condition that $d\Phi/dt$ vanish for any surface implies that the integrand of equation (2-35) must vanish everywhere. Hence

$$\nabla \times (E + v \times B) = 0$$

(2-36)

Thus, if equation (2-36) is satisfied the magnetic flux will be invariant through any surface moving with the velocity $v$.

To investigate whether equation (2-36) is satisfied we may take the curl of the generalized Ohm's law (2-12). Evidently
if a number of subsidiary conditions are satisfied, equation (2-36) will be fulfilled in a fully ionized gas. If we eliminate the \( \mathbf{j} \times \mathbf{B} \) term by means of equation (2-11) these conditions are that \( \nabla \times (\rho \mathbf{j} / \rho \mathbf{v}) \) and \( \nabla \times (\rho \mathbf{v} / \rho \mathbf{v}) \) are negligible, that \( p_i \) and \( p_e \) are functions of \( \rho \) alone, and that \( n_i \) is negligibly small. For relatively slow motions of a highly conducting gas these conditions are usually satisfied approximately, but in the general case the motion of the gas cannot necessarily be identified precisely with any motion assignable to the lines of force.

The natural decay of a magnetic field resulting from ohmic losses is readily found from equation (2-35) if the \( n_j \) term is retained in equation (2-12), but the terms in \( \partial j / \partial t, \partial \mathbf{v} / \partial t, \nabla p_i, \nabla p_e, \) and \( \nabla \phi \) are ignored. Eliminating \( j \) by means of equation (2-19) (with \( \partial \mathbf{E} / \partial t \) neglected), and assuming \( n \) constant, we obtain

\[
\frac{\partial \Phi}{\partial t} = \frac{\eta}{4\pi} \iint \mathbf{\nabla B} \cdot d\mathbf{S} \tag{2-37}
\]

If we approximate \( \mathbf{\nabla B} \) by \( B/L \), where \( L \) is a length characteristic of the system, we see that \( \Phi \) decays exponentially with a time constant, \( \tau \), given by

\[
\tau = \frac{4\pi L^3}{\eta} = 2 \times 10^{-11} T \eta L^2 \text{ sec} \tag{2-38}
\]

where the numerical value of \( \eta \) for an electron-proton gas has been inserted from equation (5-37), with the quantity \( \ln \Lambda \) set equal to ten. The time \( \tau \) is simply the length of time required for the ohmic losses \( \eta \) to dissipate an energy comparable with the magnetic energy density \( B^2/8\pi \).

**b. Diffusion across a Strong Magnetic Field.** Let us now consider a much more special case, where a plasma is confined by a strong magnetic field, \( \mathbf{B} \), whose value at each point remains constant in time, independently of the behavior of the plasma. This condition on \( \mathbf{B} \) can readily be satisfied if the magnetic field within the region considered is produced by currents which are outside the region and constant in time; this condition requires that the gas pressure, \( p \), within the region is negligibly small compared to \( B^2/8\pi \), so that the plasma currents required by equation (2-22) for a quasi-steady state produce a negligible effect on \( \mathbf{B} \).

The diffusion velocity across the magnetic field, resulting from collisions of electrons with positive ions, may now be obtained from equations (2-20) and (2-21) for a quasi-steady state. When finite resistivity is taken into account, a term \( -\eta \mathbf{j} \times \mathbf{B}/B^2 \) must be added to the right-hand side of equation (2-23). If we substitute for \( \mathbf{j} \times \mathbf{B} \) from equation (2-20) we obtain an additional contribution to \( \mathbf{v}_D \), which we denote by \( \mathbf{v}_D \), to indicate the transverse diffusion velocity resulting from finite resistivity. We find

\[
\mathbf{v}_D = -\frac{\eta}{B^2} \nabla p = \frac{1.78 \times 10^{-3} \Lambda}{B^2 T \eta} \mathbf{v}_a \tag{2-39}
\]

where we have utilized equation (5-42) for the transverse \( \eta \) in an ionized gas, and have assumed constant \( T \). It should be noted that the component of \( \mathbf{v}_D \), perpendicular to \( \mathbf{v}_a \), given in equation (2-23), does not impair the confinement of the plasma, since the material motion is parallel to the isobars and shows no divergence. If \( \nabla T \) is not zero, the thermoelectric effects discussed in Section 5.5 should be taken into account.

If we regard equation (2-39) as the velocity of the fluid relative to the magnetic lines of force, this result is quite general, restricted only by the neglect of the inertial terms and the gravitational potential in the general macroscopic equations. Equations (2-38) and (2-39) provide different examples of the same basic process. In fact, equation (2-37) may be derived from the condition that \( \mathbf{E} \times \mathbf{B} \) changes as a result of relative motion between fluid and lines of force with the velocity \( \mathbf{v}_a \), given in equation (2-39). This derivation requires the restriction that \( \mathbf{v} \) be perpendicular to \( \mathbf{B} \); if this condition is satisfied, \( \mathbf{E} \times \mathbf{B} \) will vanish as the field changes, and Newcomb (8) has shown that the lines of force will retain their identity during this decay.
The outwards motion of a confined plasma across a strong magnetic field is referred to as collisional diffusion. Measures on a cesium plasma by D'Angelo and Rynn (5) indicate a diffusion rate in general agreement with equation (2-39) for collisional diffusion.

When positive ions of different types are present, collisions again produce systematic motions across the line of force, except that now the different ions can move in different directions. The diffusion velocities in this case, which have been computed by Spitzer (12), tend toward an equilibrium in which \( V_p/\rho_i \) is proportional to \( Z_i \) for each type of ion; thus the more highly charged particles tend to be concentrated in the denser regions of the plasma.

Encounters between identical particles do not produce any appreciable diffusion, at least in the first approximation. To understand this rather surprising result we turn to the microscopic picture to see how, in at least one special case, the diffusion produced by such collisions is negligibly small compared to the diffusion found from equation (2-39), associated with collisions between unlike particles. Specifically, the motion of the center of gravity of the guiding centers will now be considered. Let \( r \) be the position of a particle in some coordinate system, and let \( r_i \) be the position of the particle’s guiding center. Then we have

\[
x_{\text{r}} = r + \frac{m}{qB^2} w \times B
\]

Consider now an assembly of \( N \) identical particles. The center of gravity of the guiding centers of these particles is located at the position \( 2r_i/N \), where the summation extends over all the particles. The motion of this center of gravity with time is given by

\[
\frac{1}{N} \frac{d}{dt} \sum r_i = \frac{1}{N} \sum w + \frac{m}{NqB^2} \sum \frac{dw}{dt} \times B
\]

provided we assume that \( B \) is uniform through space. If now we take equation (1-1) for \( \frac{dw}{dt} \), with \( E \) set equal to zero, we find that the two terms on the right-hand side of equation (2-41) cancel out, provided that there is no mean velocity parallel to \( B \). A term representing the forces of mutual interaction between particles must be added to equation (1-1), but thanks to Newton’s third law this term cancels out on summation over all particles, even if the forces are long range. On this microscopic picture there is detailed balancing in the collisional drifts of the guiding centers. An encounter between two identical particles shifts the two guiding centers by equal and opposite amounts. On the other hand, when two particles of opposite signs collide, their guiding centers move in the same direction, and a substantial shift in the center of gravity is produced thereby.

As we shall now see for one special case, a fixed center of gravity implies a very marked restriction on the net diffusion. Let a plasma be confined between two infinite parallel planes at \( x = x_1 \) and \( x = x_2 \), and let a strong uniform magnetic field extend in the \( z \) direction. The two planes will be assumed perfectly reflecting. At each reflection of a particle, the guiding center will shift abruptly in the \( y \) direction, parallel to the plane, with no motion in the \( x \) direction. Thus reflections from the walls will not change the \( x \) component of the center of gravity of all the particles. If now the gas is initially near one of the walls, with a mean \( x_c \) close to \( x_1 \) or to \( x_2 \), the gas will remain near that wall indefinitely. Hence in this sense no diffusion results, on the average, although collisions must affect the detailed spatial distribution of the plasma.

A more detailed examination of the transverse diffusion associated with ion-ion encounters shows that macroscopically this diffusion results from the viscous drag produced by such encounters. We evaluate the drift velocity corresponding to this diffusion in the simple case where a shearing velocity, \( v \), is present transverse to \( B \); we assume that the motion is steady, with \( \partial v/\partial t \) equal to zero, and that \( v \) is parallel to the surfaces of constant density and temperature. Under these conditions \( \nabla \cdot v \) and \( v \cdot \nabla \mu \) vanish, where \( \mu \) is the coefficient of vis-
cosity; the viscous force per unit volume which appears in the general Navier-Stokes equations, and which must be added on the right-hand side of equation (2-11), reduces to $\nabla \cdot (\mu \nabla \mathbf{v})$. In a steady state this viscous drag parallel to $\mathbf{v}$ must be balanced by a force $\mathbf{j} \times \mathbf{B}$, if the gravitational force is neglected; by assumption the pressure gradient has no component in this direction. Since collisions among electrons do not contribute appreciably to the viscosity, this drag is exerted primarily on the positive ions and the resulting current will be carried by the ions. Hence $j$ equals $n_e Z e v_{Dp}/e$, where $v_{Dp}$ is the resulting ion drift, transverse to the magnetic field. The generalized equation (2-11) then yields

$$v_{Dp} = \frac{e}{e n_e B^2} \mathbf{B} \times (\mathbf{v} \cdot \mu \nabla \mathbf{v})$$  \hspace{1cm} (2-42)

In the general case the value of $\mu$ is different for different components of the stress tensor. Here we consider the special case where $\mathbf{v}$ is not only transverse to $\mathbf{B}$ but also has no gradient in the direction of $\mathbf{B}$. The shearing stress will then lie in the plane transverse to $\mathbf{B}$, and we may replace $\mu$ by $\mu_{nn}$, whose value in a strong magnetic field is given in equation (5-55) below.

If we assume that $\mathbf{E}$ vanishes, $\mathbf{v} \times \mathbf{B}$ in the steady state may be expressed in terms of $p_i$ from equation (2-21), neglecting the small $\mathbf{v} j$ term. If we further idealize the problem by assuming that $\mathbf{B}$ has the same constant value everywhere, we find

$$v_{Dp} = \frac{e^2}{e^2 n_e B^2} \left( \mathbf{v} \cdot \mu_{nn} \nabla \right) (\frac{v_{Dp}}{n_e})$$  \hspace{1cm} (2-43)

The assumption that $\mathbf{E}$ vanishes may not be realistic; in particular, the current associated with $v_{Dp}$ will tend to set up electric fields that reduce the shearing velocity to zero. If equation (2-43) is valid, it is readily shown that in the one-dimensional isothermal case $v_{Dp}$ is proportional to $\partial n/\partial x (\partial p_i/\partial n) e B^2$, a result that may be compared with equation (2-40). Evidently in this higher order diffusion process $v_{Dp}$ vanishes if $n$ varies exponentially with $x$.

A variety of observations indicate that in the presence of fluctuating or turbulent fields the diffusion of plasma across the lines of force can be substantially enhanced above the collisional diffusion rate predicted by equation (2-39). Bohm (2) and his collaborators postulate that this diffusion is caused by irregular fluctuations in the gas, akin to the turbulence observed in ordinary liquids. If we assume that this process is unrelated to collisions between particles the magnitude of the diffusion velocity to be expected may be computed from the following dimensional argument.

Let us assume that the particle flux is given by a diffusion coefficient $D$ times the density gradient, $\nabla n$. Then

$$n v_{D} = D \nabla n$$  \hspace{1cm} (2-44)

and $D$ has the dimensions of a velocity times a length. In ordinary diffusion of neutral atoms through a gas $D$ is about equal to $\lambda w_r$, where $\lambda$ is the mean free path and $w_r$ is the thermal velocity. The diffusion velocity across a strong magnetic field, given in equation (2-39), corresponds to $D$ equal to $\lambda w_r (a/\lambda)^3$, where $a$ is the radius of gyration; this result may be verified directly with the aid of equation (5-32). Evidently the simplest form for $D$ which is not related to $\lambda$ is $w_r T$. If we substitute from equation (1-4) for $a, D$ is about equal to $ckT/eB$. Bohm suggests dividing this result for $D$ by another factor of 16. If we denote by $v_{Dt}$ the diffusion velocity resulting from plasma turbulence, Bohm's hypothesis yields

$$v_{Dt} = - \frac{ckT}{16 e n_e B} \nabla n_e = - \frac{5.4 \times 10^9 T}{n_e B} \nabla n_e$$  \hspace{1cm} (2-45)

The factor 16 in the denominator does not seem to have any particular theoretical justification, since no detailed derivation of this equation, in terms of a specific mechanism, has yet appeared. The dimensional derivation is not very conclusive, since $D$ might well be multiplied by one of the several dimensionless parameters characterizing the plasma, such as $m_i/m_e$ or the dielectric constant $K$, for example.

Experiments have not yet given a definitive verification of
equation (2-45). Indirect determinations by Stodiek, Ellis, and Gorman (13) on plasmas through which a substantial electric current was passing give \(v_D\) varying as \(T/B\), but with a numerical value greater than the Bohm formula by about a factor three. On the other hand, measures by Post and his collaborators (9) on plasmas confined in a magnetic mirror, with no appreciable plasma current flowing, indicate diffusion velocities orders of magnitude less than those predicted from the Bohm formula. Evidently further research is required to indicate not only the conditions under which plasma fluctuations can increase the transverse diffusion but also the other detailed effects produced by such turbulent variations.
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Waves in a Plasma

An ionized gas is capable of a wide variety of oscillatory motions. In general these oscillations may be exceedingly complex. We shall consider here infinitesimal disturbances in homogeneous media under relatively simple conditions. Considerable theoretical study has been given to three particular types of waves in a plasma: electromagnetic waves, hydromagnetic waves, and electrostatic waves. Although it seems unlikely that any of these idealized waves in pure form will be found in nature, except under controlled laboratory conditions, an understanding of these simple oscillations will give insight into the more complicated phenomena that may occur.

The analysis of these various types of waves is based primarily on Maxwell's equations, given in Chapter 2. If we take the curl of equation (2-18) and differentiate equation (2-19) with respect to time, eliminating \(\nabla \times \partial B/\partial t\), we obtain the basic equation for electromagnetic waves,

\[
\nabla \mathbf{E} - 4\pi c \nabla \sigma = \frac{1}{c^2} \frac{\partial \mathbf{E}}{\partial t} + 4\pi \frac{\partial \mathbf{j}}{\partial t} \tag{3-1}
\]

In deriving this result we have expanded the triple vector product and used equation (2-16) to eliminate \(\nabla \cdot \mathbf{E}\). For \(\mathbf{E}_0\), the component of \(\mathbf{E}\) parallel to the direction of propagation, equation (3-1) is not useful, since for this component each side of the equation is identically zero. We use instead the relation

\[
\frac{1}{c^2} \frac{\partial \mathbf{E}_0}{\partial t} + 4\pi j_0 = 0, \tag{3-2}
\]

which follows at once from equation (2-19), since the derivative of \(\mathbf{B}\) taken along the wave front vanishes.
To determine \( E \) equations (3-1) and (3-2) must be solved, together with the other equations in Chapter 2. The quantities \( \sigma \) and \( j \) are related by equation (2-15). The current density \( j \), and the velocity \( v \) that may enter into the determination of \( j \), are found from equations (2-12) and (2-11). Changes in the pressure involved may be found from equation (2-14), provided that the equation of state is known or that the temperature can be determined.

In general, under any given set of circumstances four modes of infinitesimal wave propagation are possible at each frequency, although the phase velocity of some modes may be imaginary. The simplest situation is obtained with no external magnetic field. The modes are then of two types, electromagnetic and electrostatic. In the familiar electromagnetic waves, \( E \) is perpendicular to the direction of propagation. There are two such modes, corresponding to the two directions of polarization. The electrons in a plasma interfere with these transverse waves and increase the wave velocity. If the frequency is less than a certain critical value, which is called the “plasma frequency” and which increases with increasing density, the phase velocity becomes imaginary and electromagnetic waves cannot propagate in the absence of a magnetic field.

The other two modes in the absence of a magnetic field are of electrostatic type, in which \( j \) and \( E \) are parallel to the direction of propagation. In one of these modes the positive ions are essentially unaffected and only the electrons oscillate; these oscillations are called “electron waves” or “plasma waves.” In the other mode, called “positive-ion waves,” the positive ions and electrons generally move together; the inertia of the positive ions determines the wave velocity, which is normally less than for electron waves. In the absence of a magnetic field, the phase velocity of the electron waves becomes imaginary for frequencies less than the plasma frequency, while the positive-ion waves do not propagate above a cut-off frequency equal to \( (m_e/m_i)^{1/2} \) times the plasma frequency.

In the presence of a magnetic field these four modes are profoundly modified, but the number of independent modes remains the same. The term “hydromagnetic wave” is frequently given to the waves which arise in a magnetic field at a frequency small compared to \( \omega_c \), the cyclotron frequency of the positive ions. In a hydromagnetic wave the positive ions provide the inertia of the oscillation while the restoring forces are largely magnetic, resulting from the \( j \times B \) term in equation (2-11). The oscillations may be regarded as waves in the lines of force, which behave as stretched strings, subject to mutual repulsion, and which are “loaded” with the charged particles.

In general, however, a wave in a magnetic field involves both electrostatic and magnetic forces. A high-frequency disturbance, for example, is usually a combination of a transverse electromagnetic wave with a longitudinal electrostatic wave. A hydromagnetic wave travelling across the magnetic field may involve electrical forces similar to those found in electrostatic oscillations. Density gradients may produce a coupling between different types of waves. All these complications are direct results, of course, of the basic equations given in the preceding chapter.

In this chapter we shall investigate the solution of equation (3-1) on the assumption that \( E \) varies as \( \exp(ikx - \omega t) \). Since the basic equations have been linearized, the behaviour of any disturbance may be determined from the properties of the sinusoidal oscillations into which it may be decomposed. The angular frequency, \( \omega \), equals \( 2\pi \) times the frequency \( \nu \), and the “propagation constant” \( k \) equals \( 2\pi/\lambda \), where \( \lambda \) is the wavelength. Equation (3-1), together with the other equations, then gives a relation between \( k \) and \( \omega \). Since the phase velocity \( V \) is given by

\[ V = \frac{\omega}{k} \]  

we obtain a functional relation between \( V \) and \( \omega \), called a “dispersion relation.” The group velocity, equal to \( \frac{d\omega}{dk} \), may also be found from the dependence of \( k \) on \( \omega \).
Knowledge of $V$ is useful in a number of ways. Since the index of refraction varies as $1/V$, the value of $V$ may be used to compute the bending of a ray, when $V$ is a slowly varying function of position. Also, the fraction of energy reflected at an interface depends on the change of $V$. If the incident ray is travelling at a phase velocity $V_1$, and strikes at normal incidence a surface beyond which the velocity is $V_2$, then the fraction $R$ of energy reflected is given by

$$R = \left(\frac{V_1 - V_2}{V_1 + V_2}\right)^2 \tag{3-4}$$

provided that the wave amplitude and its first derivative are continuous across the interface, an assumption which is usually valid for normal incidence, and provided also that the energy varies as the square of the amplitude. Finally, the dispersion relation gives the distance over which waves of a particular frequency are damped appreciably. If the distance over which the amplitude decreases by $1/e$ is denoted by $d$, which we shall call the attenuation distance, then we have

$$\frac{1}{d} = I(\kappa) = I\left(\frac{\omega}{V}\right) \tag{3-5}$$

where $I(\kappa)$ denotes the imaginary part of $\kappa$.

### 3.1 Electromagnetic Waves with No Magnetic Field

When no material current is present, the usual wave equation is obtained from equation (3-1) with $j$ and $\sigma$ set equal to zero. In a plasma $\partial j/\partial t$ must be found from equation (2-12). In this section we shall assume that $B$ vanishes and shall consider waves in which $j$ is parallel to the wave front, in which case $\nabla \cdot j$ vanishes, no charges accumulate, and $\sigma$ vanishes. In this situation the pressure does not change during the oscillation, and since the undisturbed plasma is assumed uniform we may ignore $\nabla p_e$ and $\nabla p_i$, throughout. In addition, we shall first set $\eta$ equal to zero, exploring later the effects introduced by resistivity. Under these conditions $E$ is the only nonvanishing term on the right-hand side of equation (2-12). We consider a wave in which $E_z$ is propagated along the $x$ axis, and obtain

$$\frac{\partial^2 E_z}{\partial x^2} - \frac{4\pi p_e e^2 E_z}{m_e c^2} = \frac{1}{c^2} \frac{\partial^2 E_z}{\partial t^2} \tag{3-6}$$

With a solution of the form $\exp i(x - \omega t)$ the dispersion relation becomes

$$V^2 = \frac{c^2}{1 - \omega_p^2/\omega^2} \tag{3-7}$$

where the “plasma frequency,” $\omega_p$, is defined as

$$\omega_p = \left(\frac{4\pi n_e e^2}{m_e}\right)^{1/2} \times \left(1 + Z \frac{m_e}{m_i}\right)^{1/2} \tag{3-8}$$

The $m_e/m_i$ term may usually be ignored, and numerically we have

$$\nu_p = \frac{\omega_p}{2\pi} = 8.97 \times 10^6 n_e^{1/2} \tag{3-9}$$

As already pointed out, there exist two independent modes of these electromagnetic waves. For a wave travelling in the $x$ direction these modes are either the two plane-polarized modes, with $E$ in the $y$ or $z$ directions, respectively, or the two circularly polarized modes.

Evidently in these waves the electric and magnetic fields have the same general nature as in a vacuum, and the electrons oscillate in the electric field; the motion of the positive ions is unimportant. The material current associated with the electron motion modifies the oscillating magnetic field and affects the wave velocity, $V$. In fact, for $\omega$ less than $\omega_p$, $V$ and $\kappa$ become imaginary, and the wave does not propagate. The reason for this result may be seen directly from the basic equations. Equation (2-12) shows that $\partial j/\partial t$ and $E$ must have the same sign and phase. Since both $j$ and $E$ vary sinusoidally in time, $j$ and $\partial E/\partial t$ will be $180^\circ$ out of phase, which means that they
will be proportional to each other but of opposite signs. As a result the material current opposes the displacement current in equation (2-19). At frequencies well above the plasma frequency the electron inertia keeps the material current low and the wave is relatively unaffected. At lower frequencies the material current will more than cancel the displacement current, reversing the sign of the total current. As may be seen from equation (2-19) this has qualitatively the same effect as changing $c$ to an imaginary number.

When $V$ is imaginary, the wave will penetrate some distance into the plasma, but the amplitude will decrease by a factor $1/e$ in a distance $d$. From equations (3-5) and (3-7) we find

$$d = \frac{c}{\omega_p} \times \frac{1}{(1 - \omega^2/\omega_p^2)^{1/2}} \quad \text{(3-10)}$$

Thus for $\omega$ much less than $\omega_p$, the value of $d$ approaches $1/2\pi$ times the wavelength, in vacuo, for radiation at the plasma frequency.

When the finite resistivity is taken into account, $\kappa^2$ becomes complex. For $\omega$ sufficiently large compared to $\omega_p$ the wave propagates as before, but is gradually damped out, the energy being dissipated in the ohmic losses $\eta j^2$. If $\omega$ is sufficiently small compared to $\omega_p$, the term in $\partial j/\partial t$ may be neglected in equation (2-12), and hence $j$ may be set equal to $E/\eta$ in equation (3-1). We then obtain

$$\kappa^2 = \frac{\omega^2}{c^2} \left(1 + \frac{4\pi e^2}{\omega \eta} \right) \quad \text{(3-11)}$$

When $4\pi e^2/\omega \eta$ is large compared to unity, $\kappa^2$ is predominantly imaginary. From equations (3-5) and (3-11) we find that the attenuation distance, $d$, is then given by the usual formula for the skin effect

$$d = \left(\frac{\eta}{2\pi \omega} \right)^{1/2} \quad \text{(3-12)}$$

For an electron-proton gas the resistivity is given by equation (5-37), provided that the angular frequency, $\omega$, is much less than $1/t_s$, where $t_s$ is the self-collision time; for this condition equation (3-12) yields

$$d = \frac{4.07 \times 10^6}{T_m} \left(\frac{\ln \Lambda}{\nu} \right)^{1/2} \quad \text{(3-13)}$$

where $\nu$ is again the frequency. The condition that $4\pi e^2/\omega \eta$ be large implies that equation (3-13) is valid only if it gives a value of $d$ much less than $c/\omega$, $1/(2\pi)$ times the wavelength in free space. Also, the neglect of the $\partial j/\partial t$ term in equation (2-12) is valid only if equation (3-13) yields a greater value than equation (3-10); in general, of the two equations (3-10) and (3-13), the greater value for $d$ should be taken.

### 3.2 Electrostatic Waves with No Magnetic Field

We investigate now waves in which the restoring force is electrostatic, the electric charge resulting from the divergence of the current density $j$. As already noted the two basic modes are electron waves and positive-ion waves.

In analyzing the electron waves, we may ignore the $V_{pi}$ term in equation (2-12). If we set $\eta$ as well as $B$ equal to zero, the generalized Ohm's law then yields

$$\frac{m_e v_e^2}{Ze^2} \frac{\partial j}{\partial t} = E + \frac{cm_e}{Ze^2} \nabla p_e \quad \text{(3-14)}$$

The term $\nabla p_e$ in equation (3-14) is based on the assumption that the stresses associated with the wave are isotropic. This assumption is not valid here, since the frequencies of oscillation involved are large compared to the collision frequencies, and the oscillating part of the stress tensor will be anisotropic. Nor can we replace $p_e$ by $p_{tei}$, since no magnetic field is present. However, Oberman has shown (quoted in ref. (9)) that equation (3-14) can still be used if we take for $p_e$ the component of the stress tensor in the direction of wave propagation, provided that $V$, the phase velocity of the wave, is large compared to the random velocities of any particles present. Their analysis
indicates that with such a large phase velocity the heat flow in any direction is negligible, and the component of the stress tensor in any direction will change adiabatically. Since the compression in the present case is one-dimensional, we may take $\gamma$ equal to 3, in accordance with the discussion in Section 1.4. If we neglect terms of order $m_e/m_i$ comparable to the $\nabla p$, term already ignored, we obtain

$$\nabla p_e = 3kT \nabla n_e = -\frac{3kT_e}{e} \nabla \sigma; \quad (3-15)$$

If now we take the divergence of equation (3-14) and express $j$, $E$, and $\nabla p$, in terms of $\sigma$ by means of equations (2-15), (2-16), and (3-15) we obtain

$$\frac{\partial \sigma}{\partial t} = -\omega_p^2 \sigma + \frac{3kT_e}{m_e} \nabla^2 \sigma \quad (3-16)$$

where $\omega_p$ is again given in equation (3-8). This procedure eliminates modes in which $j$ shows no divergence; equation (3-2) is satisfied automatically, since this relation follows from equations (2-15) and (2-16). If we assume that $\sigma$ varies as exp $i(kx - \omega t)$, the velocity becomes

$$V^2 = \frac{\omega^2}{k^2} = \frac{\omega_p^2}{k^2} + \frac{3kT_e}{m_e} \quad (3-17)$$

In the limit of very low temperature, these electron oscillations can have only one frequency, $\omega_p$, regardless of wavelength, a result derived originally by Tonks and Langmuir (39). In this limiting case the electrons oscillate under the restoring force resulting from charge separation; the oscillation frequency may be derived approximately from the equations of motion and of continuity for the electrons and from Poisson's Law, equation (2-16).

To express $V$ as a function of $\omega$ for these electron waves we may eliminate $k^2$ from equation (3-17) and obtain

$$V^2 = \frac{1}{1 - \omega_p^2/\omega^2} \frac{3kT_e}{m_e} \quad (3-18)$$

Evidently the dispersion relation for electron waves, when $B$ vanishes, is similar to equation (3-7) for electromagnetic waves, except that the root mean square electron thermal velocity replaces $c$. Since we have already assumed that $V^2$ much exceeds $3kT_e/m_e$, equation (3-18) is valid only for $\omega$ relatively close to $\omega_p$; this restriction is equivalent to requiring that the wavelength be much greater than the Debye shielding distance.

Electron oscillations may also be analyzed in terms of the actual distribution of velocities, as in the basic works by Landau (27) and by Bohm and Gross (10). These analyses, which are based on the Boltzmann equation, give dispersion relations which are usually not much different from those obtained by use of the macroscopic equations; in addition, these more detailed theories give results on wave excitation and damping, not obtainable from the macroscopic equations. Some of these results are summarized briefly in Section 3.5.

Observations of electron oscillations were first obtained by Penning (31); since then a number of workers have detected these oscillations. In particular, detailed observations by Looney and Brown (28) show that the frequency of these oscillations is about equal to the plasma frequency $\nu_p$ given in equation (3-9). A survey of experimental and theoretical research in this field has been given by Gabor (18).

The enhanced radio noise emitted from active regions on the sun is probably produced in part by electron oscillations. The coupling between these oscillations inside a plasma and the electromagnetic radiation outside has been analyzed by Field (16), Tidman (38), and others. These analyses indicate that an appreciable amount of oscillation energy can be radiated into space.

We proceed now to a consideration of the positive-ion oscillations. These are waves of relatively low frequency in which electrical neutrality is preserved to a high degree. Because of the low frequency we may assume initially that $\omega$ is less than the collision frequencies for electrons and positive ions; the stress tensor is then isotropic because of short mean
free path. Since the positive ions are moving, v oscillates and we must use the equation of motion, (2-11) instead of equation (2-12). The change of \( p \), which we denote by \( p^{(1)} \), may be determined from the adiabatic equation of state, with the electron and ion temperatures assumed equal; \( \rho^{(0)} \), the change of \( \rho \), is determined from the equation of continuity, (2-14). If we combine these two equations, and let \( \rho \) equal \( n_em_i \) we obtain

\[
 \frac{1}{\rho} \frac{\partial p^{(1)}}{\partial t} = -\frac{(1 + Z)\gamma k T}{m_i} \nabla \cdot v
\]  

(3-19)

We now differentiate equation (2-11) with respect to time, and take the gradient of equation (3-19), eliminating \( \nabla \rho^{(0)}/\rho \partial t \); we find, for a wave travelling in the x direction,

\[
 \frac{\partial^2 v_x}{\partial t^2} = \frac{(1 + Z)\gamma k T}{m_i} \frac{\partial^2 v_x}{\partial x^2}
\]  

(3-20)

Products of the first order quantities, \( v \), \( p^{(0)} \), or \( \rho^{(1)} \), have been ignored in this analysis. Equation (3-20) is the usual result for an acoustic wave. To replace \( \gamma k T \) by the more detailed average over electrons and positive ions, we must determine \( n_i \) and \( n_e \) from separate equations of continuity for each type of particle, and the pressures from separate adiabatic relations. If we assume in these computations that electrical neutrality is nearly preserved in the perturbation and that in consequence \( n_e^{(1)} \) about equals \( Zn_i^{(1)} \), we find that the velocity of this acoustic wave becomes

\[
 V^2 = V_s^2 = \frac{Z\gamma k T_e + \gamma k T_i}{m_i}
\]  

(3-21)

Since this velocity of positive-ion waves occurs in various other analyses, we use the symbol \( V_s \) for this quantity. Evidently \( V_s \) is the conventional sound speed; positive-ion waves may be regarded as a form of acoustic wave.

The electric field \( E_z \), while it does not appear in the above equations, actually plays an important part in these oscillations. In the macroscopic equation (2-11) the gradient of the total pressure appears, and both \( T_i \) and \( T_e \) appear in equation (3-21) for \( V_s \). The importance of \( T_i \) and of the positive-ion pressure is obvious, but it is perhaps not so clear how the electrons affect the wave, especially if electron-ion collisions are not considered. The electron motion is essentially determined by the generalized Ohm's Law, equation (2-12). If we substitute from equation (3-2) we find that the ratio of the \( \partial j/\partial t \) term in equation (2-12) to \( E \) is simply \( (\omega/\omega_p)^2 \). Hence for low-frequency oscillations the \( \partial j/\partial t \) term, which represents primarily the effect of electron inertia, can be set equal to zero, and the two dominant terms on the right-hand side, \( E \) and the \( \nabla p_e \) term, must be nearly equal and opposite. The electric field then transmits to the positive ions the force associated with the electron pressure gradient. As a result if \( T_i \) much exceeds \( T_e \), the velocity of these acoustic waves is much greater than the thermal velocity of the positive ions, and is about equal to the random velocity the positive ions would have if \( T_i \) were as great as \( T_e \).

To explain the situation in another way, we may consider that the positive ions move so slowly that the electrons at each time have their equilibrium distribution in the electrostatic potential field \( U \). Thus we may write

\[
 n_e = \bar{n}_e \exp(U/\epsilon k T)
\]  

(3-22)

where \( \bar{n}_e \) is a mean density. Since we have assumed that electron-electron collisions are very rapid in comparison with the oscillations under consideration, equation (3-22) is clearly valid. As a result of this equation, the \( \nabla p_e \) term in equation (2-12) equals \( -E \). For any distribution of positive ions the potential \( U \) will adjust itself so that \( n_e \), given by equation (3-22), is nearly equal to \( Zn_i \). The gradient of this potential then provides an electrical field which gives a restoring force on the positive ions. If it were not for the electrical forces, \( n_e \) and \( n_i \) would still vary together because of electron-ion collisions, as in an acoustic wave in an ordinary gas. However, the electrical forces in a positive ion wave keep the value of \( n_e \) much more closely equal to \( Zn_i \) than collisions alone could do.

Since the acoustic velocity \( V_s \) is less than the electron
thermal velocity, one cannot assume, as with electron oscillations, that the phase velocity much exceeds the random velocities of any particles present. Hence these results are no longer valid when the collision frequencies are less than \( \omega \). While an exact solution for progressive acoustic waves has been obtained by Bernstein, Greene, and Kruskal (8), the full variety of phenomena that become possible in this limit of weak collisions has not been fully explored, though it seems likely that equation (3-21) will still be approximately correct for the real part of the wave velocity. The theoretical uncertainty is greatest if \( T_e \) is about equal to \( T_m \), since then the random velocities of the positive ions are about equal to \( V \). As shown by Fried and Gould (17), the linearized Boltzmann theory predicts strong damping in this case, when collisions are weak; this "Landau damping" is discussed in Section 3.5.

If \( T_e \) is much less than \( T_m \), equation (3-21) should be valid provided that the electron velocity distribution is kept Maxwellian by collisions or by some other process.

Let us consider in more detail the dispersion relation if we relax the assumption of electrical neutrality in the macroscopic equation of motion, and compute \( n_e \) and \( n_i \) separately. We assume here that \( T_e/T_m \) is negligible so that damping can be ignored. Again we shall ignore \( B \) and \( \eta \), in addition to \( m_e/m_i \) and \( p_i \). The results will then be applicable to those situations where the wavelength is less than the Debye shielding distance. Equations (2-11) and (2-12) are still valid under these conditions; the correction terms in \( n_e - Z_n_i \) are all negligible in the present situation. Alternatively, one may take separate macroscopic equations for electrons and ions separately, and apply equation (3-2) by means of equation (2-9). In either case we obtain a dispersion relation in which two roots appear. One describes the electron oscillations, and yields equation (3-17). The other, in which we are interested here, gives for the velocity of the positive-ion wave

\[
\nu = \frac{Z\gamma_s h T_e}{m_i} \frac{1}{1 + \gamma_s \omega_s^2 h^2}
\]  

(3-23)

where \( h \), the Debye shielding distance, is given in equation (2-3). For \( \omega h \) small equation (3-23) leads to the previous result, equation (3-21). If \( \omega h \) is large, equation (3-23) is most conveniently put in the form

\[
\omega^2 = \frac{Zm_e\omega_p^2}{m_i} \frac{1}{1 + 1/(\gamma_s \omega_s^2 h^2)}
\]  

(3-24)

Evidently for \( T_e \) sufficiently large \( \omega h \) much exceeds unity, and the frequency approaches a constant value, obtained by substituting \( m_i/Z \) for \( m_e \) in equation (3-8) for \( \omega_p \). In this limit the stress tensor for the electrons disappears from the problem, and equation (3-24) is valid even in the absence of collisions, provided that the number of electrons moving at the phase velocity of the wave is negligible. In this situation the electrons provide a medium of constant density which neutralizes the electrical charges of the positive ions in the undisturbed plasma; the ion oscillations are then unshielded and the frequency rises to essentially the corresponding plasma frequency for positive ions.

Oscillations at the frequency \( \omega_p (m_i/m_e)^{1/2} \) have been observed by Hernqvist (23) in a plasma consisting of electrons at high energy, with singly charged positive ions at essentially room temperature. The acoustic waves described above, with a velocity nearly independent of frequency, have recently been observed by Alexeff and Neidigh (1).

3.3 Hydromagnetic Waves

When a magnetic field is present in a plasma, the four modes analyzed in the preceding two sections are modified. The analysis in the general case is straightforward but detailed. To bring out clearly the properties of some of the more important types of waves we give here a simplified analysis of hydromagnetic waves, defined as the disturbances which propagate through a plasma when \( \omega \) is much less than \( \omega_c \). As in the preceding sections, we shall assume that the undisturbed plasma is uniform, with the gravitational potential \( \phi \) equal to zero.
A simple type of hydromagnetic wave, which was first analyzed by Alfvén (2) and which we shall call an Alfvén wave, is found when the velocity \( v \) and the change \( B(1) \) in the magnetic field are both parallel to the \( y \) axis, but independent of \( y \), while the mean magnetic field \( B \) is parallel to the \( x \) axis, which is also the direction of propagation. The current density \( j \) is then parallel to the \( z \) axis; both \( j \) and \( v \) are parallel to the wave front. In this type of motion the acceleration in the \( y \) direction is unaffected by the pressure, since there can be no gradient parallel to the wave front. We neglect the following terms in equation (2-12): (a) \( \partial j/\partial t \); (b) \( j \times B \); (c) \( \eta j \). The first two of these terms are of order \( \omega^2/\omega_{ce}^2 \) and \( \omega/\omega_{ce} \), respectively, with respect to the terms retained, and are unimportant if \( \omega \) is sufficiently small. With these simplifications, equations (2-11) and (2-12) become

\[
\rho \frac{\partial v_x}{\partial t} = j_x B 
\]

\[
E_x - \eta v_y B = 0 
\]  

If we express \( j_x \) in terms of \( E_x \), by means of equation (3-25) and (3-26), and substitute into equation (3-1), we obtain

\[
\frac{\partial^2 E_x}{\partial x^2} = \left( 1 + \frac{4\pi n e^2}{B^2} \right) \frac{1}{\epsilon^2} \frac{\partial^2 v_x}{\partial \tau^2} 
\]

Equation (3-27) is the wave equation for a medium of dielectric constant \( K \), where \( K \) is again given by equation (2-32). Thus an Alfvén wave may be regarded as a normal electromagnetic wave, modified by the high dielectric constant of the gas. The phase velocity is given by

\[
V = \frac{c}{K^{1/2}} = \frac{c}{(1 + 4\pi n e^2/B^2)^{1/2}} 
\]

For \( K \) large compared to unity, this velocity is about equal to the Alfvén speed, \( V_A \), defined by the relation

\[
V_A = \frac{B}{(4\pi n)^{1/2}} 
\]
by Ferraro (15), $\mathbf{j} \times \mathbf{B}$ disappears for circularly polarized Alfvén waves, and equation (3-28) gives the correct velocity for such waves of large amplitude. Moreover, the distribution of particle velocities now has no effect, provided only that the pressure is isotropic—see Section 4.2.

Alfvén waves may be generated by an initial displacement of material perpendicular to $\mathbf{B}$. In general, such a displacement will produce waves going out in each direction along the lines of force. Further detailed properties of these waves, including the damping produced by the finite resistivity, are discussed in Alfvén’s book (3).

We next consider a wave in which the particle velocity, $\mathbf{v}$, is parallel to the direction of propagation, both being perpendicular to $\mathbf{B}$. This is a longitudinal hydromagnetic wave, which we shall call a “magnetosonic” wave. In this case the pressure gradient must be retained in equation (2-11), and equation (3-25) must now be modified accordingly. Since conditions are uniform along the lines of magnetic force, the conditions are satisfied for replacing $\mathbf{V} \cdot \mathbf{V}'$ by $\mathbf{V} \cdot \mathbf{V}'$ in the macroscopic equations. Hence the analysis of magnetosonic waves is valid even in the absence of collisions, without any restrictions on the relation between particle velocities and the wave velocity. As before we shall neglect terms of order $\omega/\omega_e$; i.e., $\partial j/\partial t$ and $\mathbf{j} \times \mathbf{B}$, as well as $\mathbf{j} \mathbf{B}$, are all ignored in equation (2-12). Also, it may be shown that the charge density $\sigma$ in equation (3-1) is negligible for small $\omega/\omega_e$. We obtain, after some algebra

$$V^2 = \frac{V_A^2 + V_S^2}{1 + V_A^2/c^2}$$

(3-31)

where $V_A$ and $V_S$ are the Alfvén speed and the acoustic wave, or sound speed, given in equations (3-29) and (3-21), respectively. In the absence of collisions the changing magnetic field affects the particle velocities in the two directions perpendicular to $\mathbf{B}$, and the compression is two-dimensional; in this case $\gamma_A$ and $\gamma_S$ may be set equal to 2 in equation (3-21).

In these disturbances the inertia of the positive ions is opposed by two restoring forces—the pressure gradient of the gas and the gradient of the compressional stresses between the lines of force. If the magnetic “pressure,” $B^2/8\pi$, is large compared to the material pressure, $p$, the velocity of the magnetosonic wave is about the same as the Alfvén speed, although Alfvén waves and magnetosonic waves involve quite different types of magnetic stresses. If the material pressure is much greater, the compressional wave is essentially an acoustic wave, similar to the positive-ion wave discussed in the previous section.

When a hydromagnetic wave is moving at an angle, $\theta$, with respect to the lines of force three modes of oscillation are possible; the restriction to low frequencies eliminates the electron waves, which normally do not appear for frequencies less than $\omega_p$. The analyses by Herlofson (22) and van de Hulst (40) indicate that one of these three modes is an Alfvén wave, with a velocity perpendicular both to the magnetic field, $\mathbf{B}$, and the propagation vector, $\mathbf{v}$. If one considers the magnetic field as a group of stretched strings, it is evident that any disturbance in which the displacement is perpendicular both to $\mathbf{B}$ and to the wave front will move parallel to $\mathbf{B}$ at the usual Alfvén speed. Thus the apparent velocity of the wave, measured normal to the wave front, becomes

$$V = \frac{c \cos \theta}{K^{1/2}} = \frac{B}{(4\pi p)^{1/2}} \cos \theta$$

(3-32)

where $B$ is the magnetic field in the undisturbed plasma and $\theta$ is the angle between the magnetic field and the direction of propagation. Mathematically equation (3-32) is readily derived by considering that the mean magnetic field has a component, $B_\perp$, perpendicular to the direction of propagation, in addition to the parallel component, $B_\parallel$, appearing in equations (3-25) through (3-28). Additional components $j_\perp$ and $E_\perp$ parallel to the propagation direction must also be introduced, related through equation (3-2). While the longitudinal electrical field is a new feature, $v$ remains parallel to the $y$ axis, the motion remains incompressible for small amplitude, and equation (3-28)
is replaced by equation (3-32), with the square of the total magnetic field, \( B_1^2 + B_2^2 \), appearing in \( K \). It is readily verified that the Poynting vector is parallel to \( B \); as would be expected physically for this type of disturbance, the energy flows along the lines of force with the velocity \( c/K^{1/2} \).

The other two modes involve macroscopic motions in the plane defined by \( B \) and \( \varepsilon \). Both these modes involve some compression of the gas. For \( K \) large compared to one, yielding an Alfven speed small compared to \( c \), we have

\[
\frac{1}{V^2} = \frac{(V_A^2 + V_S^2)}{2V_A^2V_S^2} \sec^2 \theta \times \left\{ 1 \pm \left( 1 - \frac{4V_A^2V_S^2 \cos^2 \theta}{(V_A^2 + V_S^2)^2} \right)^{1/2} \right\} \tag{3-33}
\]

where \( V_A \) and \( V_S \) are again given in equations (3-29) and (3-21). When \( \theta \) is near 90° the square root may be expanded, and if the minus sign is taken equation (3-33) yields \( V^2 \) equal to \( V_A^2 + V_S^2 \), the magnetosonic velocity found in equation (3-31). For \( \theta \) equal to zero this same mode becomes either an acoustic wave (\( V = V_S \)) or an Alfven wave (\( V = V_A \)), whichever has the greater velocity. The other mode, corresponding to a plus sign, yields a velocity which vanishes as \( \cos \theta \), as with the Alfven wave. We shall call a "modified Alfven wave" that mode which is a pure Alfven wave at zero \( \theta \) only. The variation of \( V \) with \( \theta \) for two different values of \( V_S/V_A \) is shown in Figure 3.1. It is evident from this figure that the mode with the highest velocity (called the "fast wave" by van de Hulst) is a modified Alfven wave if \( V_S \) is less than \( V_A \). Similarly, the wave of lowest velocity is called the "slow wave." For \( V_S/V_A \) very large the modified Alfven wave, which is now the slow wave, is scarcely distinguishable from the pure Alfven wave. In this same limit the fast wave is an acoustic wave, with a velocity nearly independent of \( \theta \).

The damping of all three hydromagnetic modes, as a result of viscosity and finite resistivity, has been evaluated by van de Hulst (40) and others (9). When \( \omega \) approaches \( \omega_n \), the polarization of the normal modes is changed from plane to elliptical; the dispersion relation under these conditions is discussed in the following section. A general survey of hydromagnetic phenomena, including steady motions and other effects as well as low-frequency waves, has been given by Lundquist (29).

### 3.4 Waves in a Cold Uniform Plasma

We consider now the general theory of wave propagation in a plasma with a magnetic field present. As before, the wave will be considered infinitesimal, and all quantities in the unperturbed plasma will be taken to be uniform. While the general theory for warm plasmas is straightforward, the analysis is cumbersome. The chief effects of temperature occur for the positive-ion and hydromagnetic waves already discussed. Since in any case the effects produced by random velocities are not always correctly given by the macroscopic equations, we shall simplify the analysis by neglecting both \( p_i \) and \( p_e \) in the macroscopic equations. This procedure is valid for a cold plasma. This approximation naturally reduces the number of possi-
physics modes. The mode which corresponds to positive-ion waves when \( \kappa \) is parallel to \( B \) is eliminated entirely, since the velocity of this mode varies as \( T^{1/2} \). It is evident that no sound waves can propagate in a gas at zero temperature. The mode corresponding to electron or plasma waves is simplified, since the term in \( v_p \) is dropped in equation (2-12). For \( \kappa \) parallel to \( B \) this simplification eliminates the dependence of \( \omega \) on \( \kappa \). For \( \kappa \) partially transverse to \( B \) the general dispersion relation is reduced from one of third order in \( K' \) to one in second order. Thus for each \( \omega' \) only two values of \( \kappa' \) are possible; in this sense, only two modes are present. Since \( \omega' \) still occurs in the third order in the general dispersion relation, however, there are still three values of \( \omega' \) possible for each value of \( K' \), and in this sense the longitudinal electron waves are retained. As we shall see below, these electron waves appear in a particular range of \( \omega \) for transverse propagation.

For a plane wave travelling at an arbitrary angle, \( \theta \), with respect to the magnetic field the formulae become somewhat complicated. This general case has been discussed by Astrom (5). More recently a very complete treatment has been given by Allis, Buchsbaum, and Bers (4), much of whose analysis we shall follow here. Most of the discussion will be limited to the two special cases \( \theta \) equals \( \pi/2 \), (\( \kappa \) perpendicular to \( B \)) and \( \theta \) equals 0 (\( \kappa \) parallel to \( B \)), with some results for general \( \theta \) given at the end of this section.

a. Propagation across \( B \). We assume that the unperturbed magnetic field, \( B \), is in the \( z \) direction, while the wave propagates in the \( x \) direction. Equations (2-11), (2-12), (3-1), and (3-2) may be combined; if we consider that \( j, E, \text{ and } v \) all vary as \( \exp i(\kappa x - \omega t) \), we find that \( j_x \) and \( E_x \) are not coupled with the other components. From equations (2-12) and (3-1) we can determine the phase velocity for a wave involving only \( j_x \) and \( E_x \), in which case we recover equation (3-6). This mode, which is called the ordinary mode, is a transverse wave whose electric vector is parallel to \( B \) in the undisturbed plasma, and which is, therefore, entirely independent of \( B \).
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The components of \( E \) and \( j \) in the other two directions are coupled together in a single wave, which we call the extraordinary mode. Since both \( E_z \) and \( E_y \) differ from zero, the wave is partly transverse, partly longitudinal. With straightforward algebra we obtain two simultaneous equations for \( j_z \) and \( j_y \). The condition that these equations possess a solution is that the determinant of the coefficients must vanish. This condition yields the dispersion relation

\[
\frac{c^2}{\omega^2} = 1 - \frac{\omega_p^2}{\omega^2 - \omega_{ce} \omega_{ci} + \frac{\omega^2 (\omega_{ce} - \omega_{ci})^2}{\omega_p^2 - \omega_p^2 + \omega_{ce} \omega_{ci}}} \tag{3-34}
\]

As \( B \) approaches zero, the cyclotron frequencies \( \omega_{ce} \) and \( \omega_{ci} \) [defined in equation (1-2)] approach zero, and we again recover equation (3-7). As \( \omega \) approaches zero we obtain the usual result, equation (3-28), for hydromagnetic waves, with the aid of the identity

\[
\frac{\omega_{ce} \omega_{ci}}{\omega_p^2} = \frac{V_A^2}{c^2} = \frac{1}{K - 1} \tag{3-35}
\]

where the Alfvén speed, \( V_A \), is defined in equation (3-29) and the dielectric constant, \( K \), in equation (2-32). In this limiting case the extraordinary wave is a magnetosonic wave rather than an Alfvén wave, but since the temperature has been ignored the velocity equals the Alfvén speed. More generally, for \( \omega/\omega_p \) small and for \( V_A/c \) also small, equation (3-34) yields, if we neglect \( \omega_{ci}/\omega_p \) as compared to unity,

\[
\frac{V^2}{V_A^2} = 1 - \left( \frac{\omega^2}{\omega_{ce} \omega_{ci}} \right) \left( 1 + \frac{\omega_p^2}{\omega_{ci}^2} \right) \tag{3-36}
\]

Finally, if \( \omega \) is comparable to or greater than \( \omega_{ce} \), we may ignore \( \omega_{ci} \) in equation (3-34) and obtain the usual dispersion relation for electromagnetic waves in the ionosphere—see the discussion by Mitra (30) and Ratcliffe (33).

It is frequently helpful, in analyzing a dispersion relation, to examine the frequencies at which \( V \) is zero or infinity. The
former are called "resonances," since these are the frequencies at which a plasma will be in resonance with an applied oscillating transverse electric field. The latter are called "cut-offs." At a cut-off a wave is usually reflected, while at a resonance either absorption or reflection may occur depending (36) on the nature of the damping processes involved. It is evident from equation (3-7) that the ordinary wave has no resonance, but possesses a cut-off at \( \omega = \omega_p \). This cut-off, which characterizes the ordinary mode for any direction of propagation (except for the singular direction \( \theta = 0 \)), is called the "plasma cut-off."

The extraordinary mode has two resonances and two cut-offs. The resonant frequencies may be found from equation (3-34) on setting \( V = 0 \) and solving for \( \omega \). If we expand the solution in powers of \( m_e/m_i \), and retain only the lowest significant terms, we obtain

\[
\omega^2 = \begin{cases} 
\omega_{h1}^2 & \left(\frac{\omega_p^2}{\omega_{h1}^2} + \frac{\omega_{h2}^2}{\omega_{h1}^2}\right) \\
\omega_{h2}^2 & \left(\frac{\omega_p^2}{\omega_{h2}^2} + \frac{\omega_{h1}^2}{\omega_{h2}^2}\right) 
\end{cases}
\]  

(3-37)

where \( \omega_{h1} \) and \( \omega_{h2} \) are the lower and upper hybrid frequencies, defined by

\[
\omega_{h1}^2 = \omega_{ei}\omega_{ci} 
\]  

(3-38)

\[
\omega_{h2}^2 = \omega_p^2 + \omega_{ei}^2 
\]  

(3-39)

The lower resonant frequency approaches the lower hybrid frequency as \( \omega_p^2/\omega_{ei}^2 \) [equal to \((K - 1)m_e/m_i\) from equation (3-35)] becomes large. With decreasing \( \omega_p/\omega_{ei} \), however, this resonant frequency decreases to \( m_e\omega_p^2/m_i \), the ion plasma frequency, and finally decreases to \( \omega_{ci} \) when \( K \) approaches unity.

These resonances occur at the frequencies of free oscillations of a plasma with no electromagnetic field; i.e., with zero electric field parallel to the wave front. Since \( \mathbf{\nabla} \times \mathbf{E} \) is known from equation (2-18), this condition applies for the short wavelength and large \( \kappa \) characteristic of resonance. At the upper hybrid frequency only the electrons oscillate, and the resonant frequency follows directly from equation (2-12), with \( v, p_e, p_i, \) and \( \eta \) neglected and equation (3-2) used to determine \( E_z \), the electrostatic field in the direction of wave propagation; \( E_x \) is set equal to zero, although as a result of the \( j_xB_z \) term a current component \( j_y \) must be taken into account. The resonant oscillations represent the joint influence of electrostatic and magnetic forces on electrons gyrating in the \( xy \) plane, perpendicular both to \( \mathbf{B} \) and the wave front.

At the lower hybrid frequency, discussed by Auer, Hurwitz, and Miller (6), electrons and ions oscillate together; electrical neutrality requires that their velocities in the direction of propagation, taken to be along the \( z \) axis, be about equal. If the magnetic field is in the \( z \) direction, both electrons and ions will be subject to a force in the \( y \) direction, equal to \(-q_eB_y\). The positive ions, because of their large inertia, will not be affected by this force, but the electrons will be strongly accelerated, and a current \( j_y \) will result, proportional to the plasma displacement in the \( x \) direction. The ponderomotive force \( j_xB_z \) on this current then provides a restoring force on the positive ions. An electrostatic field \( E_z \) will appear to keep the electron and ion velocities nearly equal in the \( x \) direction, and this field will nearly cancel the force \( j_xB_z \) on the electrons and will transmit this force to the ions. Evidently the ion inertia controls the acceleration in the \( z \) direction, while the electron inertia controls the current in the \( y \) direction, which is responsible for the force in the \( x \) direction. Hence, the resonant frequency involves both \( m_e \) and \( m_i \).

The two cut-off frequencies may also be obtained from equation (3-34), with \( V \) now set equal to infinity. As we shall see below, these cut-offs may be designated as left or right, and designated by \( \omega_{h1} \) and \( \omega_{h2} \). We obtain the simple relationships

\[
\frac{\omega_p^2}{\omega_{h1}^2} = \left(1 + \frac{\omega_{ei}}{\omega_{h1}}\right)\left(1 - \frac{\omega_{ei}}{\omega_{h1}}\right) 
\]  

(3-40)

\[
\frac{\omega_p^2}{\omega_{h2}^2} = \left(1 - \frac{\omega_{ei}}{\omega_{h2}}\right)\left(1 + \frac{\omega_{ei}}{\omega_{h2}}\right) 
\]  

(3-41)
These equations may be regarded as giving the density at cut-off for any arbitrary $\omega_{21}$ or $\omega_{se}$, and for given values of the cyclotron frequencies. If we solve for the frequencies directly, again keeping only the lowest significant terms in $m_e/m_i$, we obtain

$$\omega_{21} = \left(\omega_p^2 + \frac{\omega_{ce}^2 + \omega_{se}^2}{4}\right)^{1/2} + \frac{\omega_{ce} - \omega_{se}}{2}$$

$$\omega_{se} = \left(\omega_p^2 + \frac{\omega_{ce}^2 + \omega_{se}^2}{4}\right)^{1/2} + \frac{\omega_{ce} - \omega_{se}}{2}$$

If $\omega_p^2/\omega_{ce}^2$ is small, $\omega_{21}$ is about equal to $\omega_{ce}$, while $\omega_{se}$ is equal to $\omega_{ce}$. Hence these two cut-offs are called the cyclotron cut-offs. For $\omega_p/\omega_{ce}$ large, however, both $\omega_{21}$ and $\omega_{se}$ are nearly equal to $\omega_p$.

These cut-offs and resonances are conveniently portrayed in an Allis diagram (4), where $\omega_{21}/\omega_s$ is plotted against $\omega_{se}/\omega_p$. For constant $\omega$ the vertical and horizontal scales are proportional to $B^2$ and to $n_e$, respectively. Figure 3.2 gives such a diagram for low values of the ordinate, relevant for high frequencies. The cut-offs are shown as solid lines, the resonances as dashed lines. Along the dotted line the Alfvén speed, $V_A$, equals $c(m_e/m_i)^{1/2}$; evidently $\omega_{se}/\omega_p$ equals unity along this line. The lower right-hand regions of the figure correspond to $\omega_p$ greater than $\omega_{ce}$; i.e., to high density or low magnetic field. The polar diagrams in each region are explained in subsection (c) below. Plots similar to Figure 3.2, without the polar diagrams, have been given by Clemmow and Mullaly (12). Figure 3.3 gives a similar diagram for low frequencies; logarithmic scales have been used to permit giving full information. A mass ratio of 1836 for $m_e/m_i$ has been assumed in Figure 3.3.

The values of $V^2/c^2$ for the ordinary and extraordinary modes are shown in the lowest diagrams in Figures 3.4 and 3.5, the former for high frequency, (low $\omega_p^2/\omega_s^2$ and low $\omega_{se}/\omega_p$), the latter for low frequency. The independent variable in all of these diagrams is taken to be $\omega_p^2/\omega_s^2$; this provides consistency with the Allis diagram and shows how $V^2/c^2$ changes with changing plasma density. The same logarithmic scales are used in Figure 3.5 as in Figure 3.3. To simplify the diagrams in Figure 3.5 the ratio of $V^2$ to $c^2/K$ (the square of the velocity for Alfvén waves) has been plotted instead of $V^2/c^2$. In re-
Figure 3.3. Allis diagram for low frequencies. Cut-offs and resonances are shown by solid and dashed lines, respectively, for an electron-proton gas ($m_e/m_p = 1836$). The dotted lines indicate particular ratios of the Alfvén speed, $V_A$, to $c$. The small diagrams depict $V(\theta)$ for the various modes of propagation.

Gions where $V^2$ is negative no propagation is possible; these regions are sometimes called "stop bands."

Figure 3.4. Phase velocity for high-frequency waves. The variation of $V^2/c^2$ with plasma density is shown for $\omega$ equal to half and twice $\omega_{ce}$, respectively. The vertical lines at the bottom of each figure indicate the location of the various cut-offs.

A number of points may be noted in Figure 3.4. The ordinary wave always cuts off, of course, at $\omega_p$ equal to or greater than $\omega$. This plasma cut-off is denoted by $O_p$ in the figure. The extraordinary wave cuts off at densities greater than the left cut-off, $O_1$ (or at frequencies less than $\omega_{ce}$). For $\omega_{ce}$ less than $\omega$ the extraordinary wave also cuts off at densities...
above the right cut-off, \( O_r \); with increasing density, propagation becomes possible again between the upper hybrid resonance and the left cut-off. In this latter domain, at frequencies between \( \omega_{ci} \) and \( \omega_{ci} \), the electric field is predominantly in the \( x \) direction, parallel to the propagation vector \( \hat{v} \); as \( \omega_j / \omega \) goes to zero this wave goes over into a purely electrostatic plasma wave. Thus the waves in this domain may be identified with electron waves, which, as we have already seen, were eliminated as an entirely separate mode by the neglect of the \( \nabla \rho \) term in the generalized Ohm's Law. In the two lowest diagrams of Figure 3.5 we see that while the behaviour of the ordinary wave, across the magnetic field, is unaffected by high \( \omega_{ci} / \omega \), and does not propagate at densities above plasma cut-off, the extraordinary wave, which disappears at the left cut-off, \( O_l \), reappears at sufficiently high density, provided that the frequency is less than the lower hybrid frequency. For \( \omega_{ci} / \omega \) large the extraordinary wave becomes the magnetosonic wave discussed in the preceding section.

b. Propagation Parallel to B. We again consider a wave in the \( x \) direction, but assume that \( B \) in the undisturbed plasma has only the component \( B_x \). Now the components \( E_y \) and \( j_y \) are uncoupled to the other wave components, yielding the familiar electron oscillations at the plasma frequency, \( \omega_p \). The components in the \( y \) and \( z \) direction yield two simultaneous equations for \( j_y \) and \( j_z \). The condition that the determinant of the coefficients in these equations vanish yields the following dispersion relation

\[
\frac{c^2}{v^2} = 1 - \frac{\omega_p^2}{\omega^2 - \omega_{ci} \omega_{ci} \pm \omega (\omega_{te} - \omega_{ci})}
\]

(3-44)

The plus sign in equation (3-44) corresponds to a circularly polarized wave in which the electric vector rotates in the left-hand direction, the direction of the magnetic field being taken as positive (i.e., \( \hat{x} \) and \( \hat{B} \) in the same direction). This is the same sense in which the positive ion gyrates in a magnetic field. This wave is therefore called a left-handed wave, and denoted by the symbol \( l \). The minus sign yields the right-handed, or \( r \) wave.

As in equation (3-34), we recover equation (3-7) when \( \omega_p \) and \( \omega_{ci} \) vanish, and equation (3-28) for Alfvén waves when \( \omega \) is very small. When \( V \) is much less than \( c \), equation (3-44) yields
\[
\frac{V^2}{V_A^2} = \left(1 \mp \frac{\omega}{\omega_{ci}}\right) \left(1 \pm \frac{\omega}{\omega_{ce}}\right)
\]  

(3-45)

where the upper and lower signs yield \(l\) and \(r\) waves, respectively.

The resonances for these waves, obtained very simply from equation (3-44), are

\[
\omega = \begin{cases} 
\omega_{ci} & \text{for the } l \text{ wave} \\
\omega_{ce} & \text{for the } r \text{ wave} 
\end{cases}
\]

(3-46)

It is evident physically that a resonance must arise when the electric vector rotates in the same sense and at the same frequency as a particle gyrate. These cyclotron resonances are shown as dashed lines on Figures 3.2 and 3.3. One may question why the extraordinary wave, travelling perpendicular to \(B\), does not show a resonance at \(\omega = \omega_{ci}\), since the oscillating electric field is entirely transverse to \(B\). Computation of \(E_x\) and \(E_y\) in this situation shows that \(E\) is exactly circularly polarized in the plane perpendicular to \(n\), and is rotating in the left-handed sense. Thus there is no acceleration of individual electrons.

If \(V\) is set equal to infinity in equation (3-44), we may compute the cut-off frequencies. It follows readily that the \(l\) wave cuts off at \(\omega_{ci}\), the \(r\) wave at \(\omega_{ce}\), where \(\omega_{ci}\) and \(\omega_{ce}\) are defined in equations (3-40) and (3-41). It is for this reason that the two cyclotron cut-offs are designated as left and right cut-offs.

The behaviour of the \(r\) and \(l\) waves under different conditions is portrayed in the upper diagrams of Figures 3.4 and 3.5. For \(\omega_{ce}\) less than \(\omega\) the dispersion curves do not differ much from that for the ordinary wave travelling perpendicular to \(B\), except that the cut-offs are displaced to each side of the plasma cut-off, at \(\omega = \omega_{ce}\). For \(\omega_{ce}\) greater than \(\omega\), however, the \(r\) wave propagates for any value of \(\omega_{ce}/\omega^2\), as shown in the top diagrams of Figure 3.5, as well as in the right-hand diagram at the top of Figure 3.4. Similarly, the \(l\) wave propagates for any value of \(\omega_{ci}/\omega^2\) if \(\omega_{ci}\) is greater than \(\omega\).

WAVES IN A PLASMA

Evidently both \(l\) and \(r\) waves have stop bands when the appropriate \(\omega_{ce}/\omega\) is less than unity and the density is sufficiently high. For low density, however, these stop bands become restricted to a narrow range of \(\omega_{ce}/\omega\) slightly less than unity. If \(V_A\) is as great as \(c(m_i/m_e)^{1/2}\) corresponding to a value of \(\omega_{ce}/\omega^2\) exceeding \(m_i/m_e\), and thus to relatively low plasma densities or high magnetic fields, the cut-off frequency \(\omega_{ci}\) lies extremely close to the resonant frequency \(\omega_{ci}\) as may be seen from Figure 3.3, and the stop band for the \(l\) waves virtually disappears.

At high densities and at frequencies intermediate between \(\omega_{ce}\) and \(\omega_{ci}\), the \(r\) wave has an interesting physical interpretation. If we take \(\omega_{ce}/\omega^2\) to be large compared to \(m_i/m_e\), equation (3-44), indicates that \((V/c)^2\) under these conditions equals \(\omega_{ce}/\omega_{ci}^2\), or \(\omega B/k\pi m_e c\). Evidently this velocity is independent of electron or ion mass. The lines of force are helical and rotate, carrying the electrons with them; the ponderomotive force on the gyrating electrons is balanced directly by the magnetic stresses associated with the helical lines of force, and inertial forces are unimportant.

c. Propagation in an Arbitrary Direction. When \(\theta\) is intermediate between 0 and \(\pi/2\) the dispersion relation becomes rather complicated, and will not be given here. For high frequencies, when \(\omega_{ci}/\omega\) may be neglected, the relation between \(V\) and \(\theta\) is well known from ionospheric studies, and is discussed by Mitra (30) and Ratcliffe (33). The equations in the more general case have been given by Aström (5) and by Allis and his colleagues (4). Here only certain general results will be given.

One very important result is that the cut-off frequencies are independent of \(\theta\). This conclusion may be established if the dispersion relation is expressed as a quadratic equation in \(c^2/V^2\). The term independent of \(c^2/V^2\) in this equation turns out to be independent of \(\theta\), and hence the values of \(\omega\) for which this term vanishes, and one root for \(V^2\) is therefore infinite, are also independent of \(\theta\).
The resonances, however, do depend on \( \theta \). The angle \( \theta \) at which \( V \) vanishes, which we call a "resonant angle," is given by

\[
\sin^2 \theta = \left( 1 - \frac{\omega^2}{\omega_p^2} \right)^{\frac{1}{2}} \frac{\left( 1 - \frac{\omega^2(\omega - \omega_{ce})}{(\omega^2 - \omega_{ce}^2)(\omega^2 - \omega_c^2)} \right)^2}{4} \tag{3-47}
\]

In general the relationship between \( \omega_p^2/\omega^2 \) and \( \omega_c^2/\omega^2 \) given by this equation, for arbitrary \( \theta \), is intermediate between those for \( \theta \) equal to 0° and for \( \theta \) equal to 90°. The resonance lines for \( \theta \) equal to 30° are shown in Figures 3.2 and 3.3.

Values of \( V^2/c^2 \) for \( \theta \) equal to 30° are shown in Figures 3.4 and 3.5 for the same parameters as for the other two directions of propagation. To provide additional qualitative information on how the phase velocity \( V(\theta) \) varies with the direction of propagation, qualitative polar plots of \( V(\theta) \) are given in each region of the Allis diagrams in Figures 3.2 and 3.3. Imaginary values of \( V \) are not shown. The direction \( \theta = 0^\circ \) is taken to be vertical on the diagram, and the wave normal surfaces are symmetrical about this vertical direction. The modes for 0° and 90° are indicated by the letters \( r \), \( l \), \( o \), and \( x \). To indicate the scale of the velocities, a dashed circle indicates \( c \), the velocity of light on Figure 3.2. In some of the \( V(\theta) \) plots in Figure 3.3 the velocities are much less than \( c \), and the dashed circle is omitted from these plots.

Across a cut-off line an entire mode appears or disappears, with \( V \) approaching infinity on one side. Across a resonance line the velocity in a particular direction vanishes, and between the resonance lines for \( \theta = 0^\circ \) and \( \theta = 90^\circ \) one mode disappears by a gradual widening of the resonance angle.

When the \( r \) wave and the \( x \) wave lie on the same wave normal surface, as in the lower left-hand corner of Figure 3.2, the \( r \) and \( x \) modes are said to correspond. Examination of Figures 3.2 and 3.3 shows that the correspondence between the \( r \) and \( l \) modes on the one hand and the \( o \) and \( x \) modes on the other is reversed across the plasma cut-off line. The correspondence also reverses across the line \( \omega^2 = \omega_c^2 + \omega_p^2 m_e/m_i \), where the \( o \) and \( x \) modes cross, as in the two bottom diagrams of Figure 3.5.

The propagation of \( r \) and \( l \) waves at high densities, if \( \omega \) is less than the appropriate \( \omega_{ce} \), has already been commented upon. The variation of the resonance line for \( r \) waves with \( \theta \) shown on the lower right-hand side of Figure 3.3 indicates that for \( \omega \) slightly less than \( \omega_{ce} \), this propagation is possible only in a relatively narrow cone, which broadens out as \( \omega \) falls well below \( \omega_{ce} \). From equation (3-47) we see that for large \( \omega_p^2/\omega^2 \), the resonance angle broadens out to 30° for \( \omega_{ce}^2/\omega^2 \) equal to 4/3. This mode of propagation has been observed for waves along the earth's magnetic field out to several earth radii (the so-called "whistler mode").

As \( \omega \) decreases below \( \omega_{ce} \), the resonance cone for \( l \) or \( o \) waves also broadens out, but very much more rapidly. It may be seen from equation (3-47) that for large \( \omega_p^2/\omega^2 \), \( \theta \) increases to 30° as \( \omega_{ce}^2/\omega^2 \) increases from 1 to 1 + \( m_e/3m_i \), or about 1.00018. For \( \omega_{ce}/\omega \) greater than sec \( \theta \) the resonance line at an arbitrary \( \theta \) is indistinguishable from the resonance line for \( \theta \) equal to zero, as shown by the dashed line for \( \theta = 30^\circ \) at the top of Figure 3.3. The velocity of these left-handed waves varies about as \( \sin \theta \), as we have seen already in Figure 3.1. This mode of plasma oscillation, at frequencies somewhat less than the ion cyclotron frequency, has been called an "ion cyclotron wave." Such waves have been extensively analyzed by Stix (35) in the particular case of axially symmetrical waves.

### 3.5 Damping and Excitation of Waves

In the hypothetical medium assumed in the earlier sections of this chapter the different kinds of infinitesimal waves propagate indefinitely without loss of energy. In a conventional fluid damping is produced by collisions, while excitation is usually produced by disturbances at some boundary. These same processes can also occur, of course, in plasmas. Viscosity, electrical resistivity, and thermal conductivity can all lead to
conversion of wave energy into heat within an ionized gas. Excitation of waves at plasma boundaries can also occur. These processes are straightforward and well known. Here we shall be concerned with processes occurring in the volume of the gas in the absence of collisions. As we shall see, interactions between waves and particles moving through the gas can decrease the energy of a wave, or, if the velocity distribution is non-Maxwellian, wave amplification may result. Processes which produce exponential wave growth in the presence of a non-Maxwellian velocity distribution are known as "micro-instabilities," since their analysis depends on the microscopic description of the gas. A detailed consideration of these processes requires extended use of the Boltzmann equation, which is beyond the scope of this book. A detailed treatment of some of these problems has recently been given by Stix (37). Here we discuss the basic physical principles underlying three of the most important mechanisms for wave damping or excitation.

a. Landau Damping. It was pointed out by Landau (27) that in accordance with the linearized theory a longitudinal wave would be damped by particles moving at nearly the phase velocity of the wave, if the velocity distribution is assumed Maxwellian. When the phase velocity, \( V \), of the wave much exceeds the root mean square particle velocity, this damping is slow and is produced by the acceleration of particles moving less rapidly than the wave. Particles with a velocity exceeding \( V \) are decelerated, but if \( \frac{df}{du} \), the derivative of the initial velocity distribution function, is negative for \( u \) equal to \( V \), the net effect will be damping of the wave, whose amplitude will then vary as \( \exp(-\sigma t) \).

The dynamical details of this process have been considered by Dawson (14), who computes trajectories of single particles. The wave is assumed to start at the time \( t = 0 \), when the velocity distribution is Maxwellian. At first, all particles will start to exchange energy with the wave. As time goes on, however, the particles whose initial velocity, \( u \), relative to the wave is appreciable will reach a state where they alternately take energy from and return energy to the wave as they pass through the crests and troughs of the wave. Particles with a smaller absolute value of \( u \) take longer to reach this state, and as time goes on more and more energy appears in particles of lesser \( u \). If the electric field is sufficiently great, this successive acceleration of slower and slower particles will terminate because of particle trapping, a process which we now consider in more detail.

If we view a travelling longitudinal wave in a reference frame moving at the velocity \( V \), the electric potential will be independent of time; if for the moment we set \( \sigma \) equal to zero, we may write

\[
U = U_0 \cos \alpha x
\]

(3-48)

If the particle has a velocity \( u \) in the \( x \) direction, relative to the wave, and is at the position \( x \), it will be trapped in a potential minimum if

\[
\frac{1}{2} m u^2 + \frac{Ze U_0}{c} \cos \alpha x < \frac{Ze U_0}{c}
\]

(3-49)

When such a trapped particle is reflected or turned around by the wave its energy in the wave frame is unaltered, but in the plasma frame its kinetic energy is altered by an amount \( 2mV_\alpha u \). If we compare the initial energy in the plasma frame with the mean energy in this frame over a long period, averaging over many reflections of the particle, back and forth relative to the wave, the excess energy given up by a trapped particle is \( mv_\alpha u \). This energy will be given up to the wave by all particles for which \( u \) and \( \alpha \) satisfy inequality (3-49). If we define \( u_m \) as the root mean square value of the maximum \( u \) at which trapping is possible, replacing the inequality by an equal sign and averaging over all \( x \), we find

\[
u_m^2 = \left| \frac{2Ze U_0}{mc} \right|
\]

(3-50)
For \( u \) appreciably less than \( u_m \), and for particles located not too far from the troughs of the wave potential, the particles will execute simple harmonic motion in these troughs. The frequency of oscillation for these trapped particles, which we denote by \( \omega_t \), is readily obtained from equation (3-48) on the assumption that \( \kappa x \) is small, yielding

\[
\omega_t = \kappa \left| \frac{Z e U_0}{mc} \right|^{1/2} \tag{3-51}
\]

The time required for particles of the appropriate energy to become trapped is of order \( 1/\omega_t \). Evidently, if \( \omega_t /\omega_p \) is small compared to unity, \( U_D \) will be nearly constant during the trapping time and particle trapping will in fact occur. If \( \omega_t /\omega_p \) is large, however, the decay of \( U_0 \) during the time \( 1/\omega_t \) is large, and the wave damps out so rapidly that particle trapping is unimportant.

These conclusions have direct relevance to the phenomenon of Landau damping. We first consider the case where \( \omega_t /\omega_p \) is small and particle trapping occurs. In this case the transfer of energy from the wave to particles with small \( u \) must cease when \( t \) much exceeds \( 1/\omega_t \). Once trapping is complete, the wave cannot accelerate particles any longer, and the wave will propagate without change of amplitude.

The magnitude of Landau damping may be computed approximately from the condition that the energy lost by the wave during the trapping time equals the energy gained by the trapped particles. Following the analysis by Jackson (25) we may compute the total energy, \( W \), gained by the trapped particles in the form

\[
W = - \int_{-u_m}^{u_m} n f^{(0)}(w) dw \cdot mV u = -nmVu_a^3 \frac{df^{(0)}(V)}{3} \frac{dV}{u} \tag{3-52}
\]

where, as before, \( u \) is defined as \( w - V \), and \( mV u \) is the energy given up by each particle when it becomes trapped. In this equation we have assumed that \( f^{(0)}(w) \) is normalized to give unity on integration over \( w \). Averaging results over space, we may replace \( u_a^3 \) by the average value found from equation (3-50). The time during which this energy \( W \) is transferred from the particles to the wave will be approximately \( 1/\omega_t \), and the mean rate of power transfer during this time will be \( W/\omega_t \). If we divide this rate by \( \kappa^2 U_0^2/8\pi e^2 \), the density of potential and kinetic energy in the wave, the quotient is \( 2\sigma \); the amplitude decay rate is \( \sigma \). In the case of electrons moving through a plasma in which an electron wave is propagating, \( Z \) equals \(-1 \), \( V \) equals \( \omega_p/\kappa \), and we obtain

\[
\sigma = b \frac{\omega_p}{(kh)^2} e^{-0.5/(kh)^2} \tag{3-53}
\]

where equations (2-3) and (3-8) have been used for the Debye shielding distance, \( b \), and the plasma frequency, \( \omega_p \), respectively. The numerical constant, \( b \), is about \( 4/3\pi^{1/2} \) on the basis of the above crude analysis; Landau (27) gives equation (3-53) with \( b \) equal to \( (x/8)^{1/2} \). Thus, when \( \omega_t /\omega_p \) is small, the energy taken out of the wave by Landau damping during the time \( 1/\omega_t \) is mostly transferred to the trapped particles; for times larger than \( 1/\omega_t \) Landau damping ceases in a collisionless gas.

In the converse case, when \( \omega_t /\omega_p \) is large, particle trapping is unimportant. Equation (3-53) is still valid, however, and the damping rate is now independent of time. It is evident from equation (3-51) that \( \omega_t /\omega_p \) will be large for waves of sufficiently small amplitude.

It will be noted that if we assume a different set of initial conditions when the wave is first assumed to propagate, these results are altered. In particular, if we assume that \( f(V + u) \) equals \( f(V - u) \) for a substantial range in \( u \), Landau damping can be eliminated entirely, even for waves of infinitesimal amplitude, and, if no collisions occur, wave propagation in a completely steady state becomes possible (8) regardless of amplitude.

Finally all this analysis is applicable only if

\[
(kh)^2 = \frac{kT}{mV^2} \ll 1 \tag{3-54}
\]
PHYSICS OF FULLY IONIZED GASES

When this condition is violated the phase velocity is comparable with or less than the random particle velocities, the damping becomes strong and the assumptions made above are no longer realistic. The wavelength is then comparable to or less than the Debye shielding distance, the formulae for damping given by Landau take quite a different form from equation (3-53); \( \sigma \) is now given by

\[
\sigma = \kappa \left( \frac{kT}{m} \right)^{1/2} \quad (3-55)
\]

The physical phenomenon occurring is quite different from that discussed above. For wavelengths much less than \( \hbar \), the long range forces do not suffice to preserve collective behaviour. The particles move in straight lines, unaffected by electrostatic forces, and any macroscopic density fluctuations are dissipated in about the time required for random thermal motions to carry a particle across a wavelength.

b. Cyclotron Damping. A powerful form of damping appears when some particles experience a perturbing force which oscillates at their cyclotron frequency. This can readily occur, for example, if a wave with an electric vector transverse to \( B \) is propagating at least partly in the direction of \( B \). Then to a particle moving along \( B \) the frequency of the oscillating electric field will be Doppler shifted, and at some velocity will be nearly equal to the cyclotron frequency.

We compute the attenuation distance, \( d \), resulting from cyclotron damping in a simple hypothetical case. A circularly polarized wave is assumed to propagate in the \( z \) direction, parallel to the magnetic field, with a phase velocity \( V \). Particles moving with a velocity \( w_\parallel \) along the magnetic field are assumed to have a Maxwellian velocity distribution at the plane \( z = 0 \). We compute the energy absorbed by the particles moving along the lines of force on the assumption that the damping is small and may be neglected in a preliminary analysis of the particle accelerations. For a positive particle we must consider a left-handed wave (if the propagation is in the same direction as \( B \)); the electric field is then given by

\[
E_x = E_0 \cos (\omega t - \omega z) \quad E_y = E_0 \sin (\omega t - \omega z)
\]

(3-56)

The phase velocity \( \omega/\kappa \) for this wave is given in equation (3-44). The particle velocity, \( w_\parallel \), in the \( z \) direction is unaffected by the electric field. We let \( \Delta w_\parallel \) be the increase in transverse velocity at a time \( t \) after crossing the plane \( z = 0 \). If the distribution of transverse velocities is initially isotropic (i.e., if particles have a random distribution of phases in their gyration about the magnetic field when \( z = 0 \)), then by substituting equation (3-56) into the equation of motion (1-1), we readily obtain

\[
\frac{m}{2} \Delta w_\parallel^2 \frac{2Z^2e^2E_0^2 \sin^2 (\kappa w_\parallel + \omega_\parallel - \omega)t/2}{\lambda^3} \quad (3-57)
\]

Since \( t \) equals \( z/\omega_\parallel \), equation (3-57) gives the increased energy of a group of particles as a function of distance, \( z \), along the magnetic field. The decrease in energy flux of the wave, with increasing \( z \), must just equal the increase in energy flux of all the particles. To compute this increase we multiply equation (3-57) by \( n(w_\parallel)dw_\parallel \), the flux of particles per cm\(^2\) per sec whose velocity along the magnetic field lies between \( w_\parallel \) and \( w_\parallel + dw_\parallel \) and then integrate over \( w_\parallel \) from zero to infinity. Since the velocity distribution is assumed initially Maxwellian, and since \( w_\parallel \) does not change with time, \( n(w_\parallel) \) is the usual Maxwellian function. For large \( z \) the integrand peaks sharply at \( w_\parallel \) equal to the “resonant velocity,” \( \omega_\parallel \), given by

\[
w_\parallel = \frac{\omega - \omega_\parallel}{\kappa} \quad (3-58)
\]

Hence we may evaluate \( n(w_\parallel)dw_\parallel \) at \( w_\parallel = \omega_\parallel \) and then integrate the remaining expression, obtaining a result proportional to \( z \). This increase of the particle energy flux per unit distance may then be equated to the corresponding decrease of the Poynting flux \( E_0^2/4\pi \nu \). Introducing the attenuation distance,
d, defined in equation (3-5), we obtain after some algebra
\[ d = \frac{2}{\pi} \left( \frac{e}{V} \right)^2 \frac{\omega_p}{\omega}\ ] (3-59)
where \( (e/V)^2 \) is given in equation (3-44) and where
\[ \omega_p = \frac{4 \pi n e^2}{m} \] (3-60)

Evidently \( \omega_p \) is similar to the plasma frequency, but with \( n_e(\omega_c) \) replacing \( n \), the total number of particles per cm\(^2\), and with the mass of the particle under consideration replacing \( m_e \). For electron cyclotron damping \( \omega_c \) and \( m_e \) appear in equations (3-58) and (3-60), respectively, and the sign of \( E_z \) in equation (3-56) must be changed to give a right-handed wave. From these equations it is readily shown that cyclotron damping may convert wave energy into particle energy in a relatively short distance.

In the derivation of equation (3-59), the change of \( E_0 \) with \( d \) was neglected, and the wave amplitude was taken to be infinitesimal. The first approximation does not affect the results, since if we take \( \frac{d}{\omega} \) proportional to exp \((-z/d)\), equation (3-59) can again be obtained, provided that \( d \) is large compared to the wavelength. The effect of finite amplitude has been considered in the more general analysis by Stix (37); as in the case of Landau damping, cyclotron damping will be limited by particle trapping for waves of sufficient amplitude.

### c. Excitation, Two-Stream Instability

The two damping processes analyzed above will convert wave energy into random kinetic energy if the initial velocity distribution is reasonably close to Maxwellian. If the initial velocity distribution is sufficiently far from Maxwellian, the reverse process becomes possible and wave amplification can occur. A number of different mechanisms can operate to produce this effect.

The simplest amplification process is the converse of the Landau damping due to trapping of particles moving at the phase velocity of the wave. It is evident from the analysis given above—see equation (3-52)—that if \( df(V)/dv \) is positive instead of negative, particle trapping will add to the wave energy rather than subtract from it.

A more rapid type of amplification is possible when one or more streams of electrons is traversing a plasma. Longitudinal electron waves can then be unstable, with rapid growth resulting.

The physical mechanism permitting the instability is that an electron beam travelling through an exponentially growing longitudinal wave tends to slow down relative to the wave. Let us consider a wave in a frame of reference where the wave velocity is zero. If the wave amplitude grows exponentially, then \( E_z \) may be written

\[ E_z = A e^{\alpha t} \sin \omega z \] (3-61)

The linearized equation of motion of the electron stream may be written

\[ \frac{\partial u^{(1)}}{\partial t} + u \frac{\partial u^{(1)}}{\partial x} = -\frac{eE_z}{mc} \] (3-62)

where \( u \) is the initial velocity of the stream and \( u^{(1)} \) is the linearized perturbation in velocity. The corresponding equation for \( n^{(1)} \), the perturbation in electron density, is

\[ \frac{\partial n^{(1)}}{\partial t} + u \frac{\partial n^{(1)}}{\partial x} + n \frac{\partial u^{(1)}}{\partial x} = 0 \] (3-63)

where \( n \) denotes the unperturbed density. Solution of these equations for \( u^{(1)} \) yields a component of \( u^{(1)} \) which is proportional to \( \sigma \) and which varies as \( \sin \omega z \), in phase with \( E_z \). Because of this component the mean value of \( n^{(1)} E_z \) differs from zero, and yields a retardation of the beam proportional to \( \sigma \). This retardation of the beam provides the energy available to increase the wave energy. Conversely, if the wave amplitude is decreasing the beam increases its velocity relative to the wave. If \( \sigma \) is entirely imaginary, \( n^{(1)} \) is out of phase with \( E_z \), and there is no net change in the energy of the beam over one wavelength.
To derive explicitly the conditions under which wave amplification is possible, we must consider at least two groups of particles with particle densities, charges, masses, and velocities given by \( n_j, Z_j, e/c, m_j \) and \( u_j \), respectively. Equations (3-62) and (3-63) then hold separately for each \( u_j \) and \( n_j(0) \). To determine \( E \), we may use equation (3-2), with \( j \) determined by the linearized relationship

\[
j_x = \sum_j \frac{Ze}{c} \left( n_j(0) u_j + n_j u_j(0) \right)
\]

(3-64)

If equations (3-62) and (3-63) are substituted into equation (3-2), with all quantities assumed proportional to \( \exp(i(\omega - \omega_0)) \), we obtain

\[
\sum_j \frac{\omega_{pi}^2}{(\omega - \omega_0)^2} = 1
\]

(3-65)

where \( \omega_{pi}^2 \) is given in the familiar equation (3-8), with use of the proper value of \( n_j, Z_j, \) and \( m_j \) for the \( j \)th component. Equation (3-65) was first derived by Haefl (19, 20) and Pierce (32). A survey of the field, with recent references, is given by Bernstein and Trehan (9).

In the simple case that two electron streams are present with equal and opposite velocities, \( \pm u/2 \), and with equal particle densities, equation (3-65) is a simple quadratic equation in \( \omega^2 \), that may be solved explicitly, yielding (26)

\[
\omega^2 = \omega_p^2 + \frac{e^2 u^2}{4} \pm \left( \omega_p^2 + \omega_p^2 e^2 u^2 \right)^{1/2}
\]

(3-66)

The frequency \( \omega_p \) is the plasma frequency for either of the streams separately. It is readily seen that \( \omega^2 \) has a negative root if

\[
k e u < 2^{3/2} \omega_p
\]

(3-67)

Evidently if each stream travels a wavelength in a time much less than \( 1/\omega_p \), the disturbance of that wavelength is stable. The waves of imaginary \( \omega \) are standing waves which grow or decay exponentially; as seen in a reference frame travelling with one of the streams these waves have a frequency \( ku/2 \). If \( ku/\omega_p \) is small the rate of growth is given by

\[
\sigma = i\omega = \pm \frac{ku}{2}
\]

(3-68)

These long waves, which relative to the particle streams have a very low frequency, have no counterpart in the absence of streaming motion; they have a slow growth (or decay) rate.

The maximum growth rate is found for \( ku/\omega_p \) equal to \( 31/2 \), at which point \( \sigma \) equals \( \omega_p/2 \). As seen by one of the streams the apparent real frequency is 0.86 times the plasma frequency for that stream. The growth rate is evidently very rapid. In general the two-stream instability grows most rapidly when the streams see a frequency relatively close to their proper plasma frequencies. In this case, particle bunching produced by the wave increases the wave energy at the greatest rate.

The treatment for two general streams, with differing particle densities or masses, is somewhat more complicated. However, the region of instability and the maximum growth rates may be obtained analytically (9). We choose subscripts 1 and 2 so that \( \omega_{pi1}^2 > \omega_{pi2}^2 \), and define \( \xi \) as the ratio \( \omega_{pi2}^2/\omega_{pi1}^2 \). For convenience we view the wave from a reference frame in which the drift velocity of beam 1, with the greater plasma frequency, vanishes; again, let \( u \) denote the relative velocity of the two beams. The ratio \( \omega/\omega_{pi} \) is now a function of the two variables, \( \xi \) and \( ku \). Instability arises if

\[
\frac{ku}{\omega_{pi}} < (1 + \xi^{1/2})^{3/2}
\]

(3-69)

This result reduces to equation (3-67) when \( \xi \) is unity. The maximum growth rate is reached for \( ku/\omega_{pi} \) between unity and the upper limit in equation (3-69); for small \( \xi \) this maximum \( \sigma \) is given by
\[ \frac{\sigma}{\omega_{p1}} = \frac{3^{1/2}}{2} \left( \frac{\gamma}{2} \right)^{1/2} \]  

(3-70)

a relation derived by Buneman (11). Thus if a stream of electrons, with density \( n_e \), is moving through a plasma, of electron density \( n_i \), the maximum growth rate is about 0.7\((n_e/n_i)^{1/2}\omega_{p1}\). The real part of \( \omega \) is slightly less than \( \omega_e \), corresponding to the physical condition that the drift velocity \( u \) must exceed \( \omega_e/\kappa \), the phase velocity of the waves.

The same analysis applies if the electrons and positive ions have a relative drift velocity \( u \). In this case \( \gamma \) equals \( Ze/m_i \), and for an electron-proton gas the maximum \( \sigma \) is 0.056 \( \omega_p \); this maximum growth rate occurs for disturbances of wave number about equal to \( \omega_p/\kappa \). In accordance with the definitions above, the wave is viewed in the reference frame of the electrons. In the reference frame of the positive ions the frequency differs by an amount \( ku \). The real part of \( \sigma \), as measured in this frame, is at most equal to \( \sigma \), and is thus substantially less than \( \omega_p \); the positive ions participate in the oscillations, and their greater mass slows down both the oscillations and their rate of growth.

When a continuous distribution of velocities is considered the analysis becomes more involved. Instabilities arising from net drifts of ions relative to electrons have recently been considered by various authors (11, 24) on the assumption that ions and electrons each have Maxwellian velocity distributions, with a relative drift \( u \). For instability \( u \) must not only be less than a critical upper value, as in equation (3-69), but must also exceed a lower value. If the electron and ion temperatures, \( T_e \) and \( T_i \), are about equal, this lower critical velocity is about equal to the random electron velocity. For \( T_i/T_e \) less than 0.1 this critical velocity is about equal to the velocity of acoustic or positive-ion waves; according to equation (3-21) this velocity equals \((m_e/m_i)^{1/2}\) times the random electron velocity.

If a magnetic field is assumed in the unperturbed state, amplification of transverse electromagnetic waves can also occur, a subject first extensively analyzed by Bailey (7); the dispersion relations for a number of simple cases have been considered by Bernstein and Trehan (9). As with longitudinal waves, relatively rapid wave amplification can occur under a variety of circumstances.

Other sources of wave excitation are also possible in a plasma when a magnetic field is present. As shown in the next chapter, a plasma can be unstable against certain types of hydromagnetic disturbances if the pressure is sufficiently anisotropic. Sagdeyev and Shafranov (34) have shown that even if \( p_e \) and \( p_i \) differ only slightly there will be a slow amplification of electromagnetic waves. This instability is produced by particles moving along the lines of force at the resonant velocity \( w_r \), defined in equation (3-56); for these particles the Doppler-shifted wave frequency equals the cyclotron frequency. A related instability for nearly longitudinal waves, at a frequency about equal to \( \omega_e \), has been studied by Harris (21).
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CHAPTER 4

Equilibria and Their Stability

When all the macroscopic quantities characterizing a plasma are constant in time, the plasma is said to be in equilibrium. In the laboratory and in astrophysics particular interest attaches to a "confined" plasma, which is held in a steady state within a finite region, surrounded by a magnetic field. Because of their possible importance in the controlled release of thermonuclear power, confined plasmas have received much attention during the last few years and many possible magnetic configurations have been analyzed.

The existence and nature of equilibrium states of a plasma and the extent to which these states are stable can be analyzed with the macroscopic equations given in Chapter 2, without recourse to the more powerful but vastly more complex treatment involving the Boltzmann equation and the velocity distribution function. We shall analyze here the equilibria expected in relatively simple geometries, and shall deal very briefly with the stability problem in order to indicate the type of instabilities that may arise in an ionized gas. The first section discusses the principles involved, while subsequent sections apply these principles to various plasma configurations.

4.1 Principles of Stable Equilibria

For a system to persist in a particular state it must satisfy two conditions: (a) it must be in equilibrium, and (b) the equilibrium must be stable. A fully ionized gas will be in equilibrium if it satisfies equations (2-11) through (2-19) with all the time derivatives set equal to zero. It will be stable if all types of infinitesimal perturbations lead to damped oscillations.
tions about this equilibrium state, and unstable if one or more types of perturbation grow exponentially. We examine each of these two conditions in more detail.

The analysis of any equilibrium state is straightforward. If we neglect terms of order $m_e/m_i$, equations (2-20) and (2-21) are the ones that must be satisfied. A confined plasma is possible in equilibrium only if the resistivity, $\eta$, vanishes; alternatively one might consider a steady state in which the plasma slowly diffuses outwards as a result of finite resistivity, while some source of new gas maintains the density uniform. We shall here neglect the $n_j$ term in equation (2-21), in which case this equation gives a relationship between $E$ and $v$ but is not required for determining $p$, $j$ and $B$.

The basic relationship which must now be satisfied in equilibrium is equation (2-20). If we neglect the gravitational potential, we obtain

$$\nabla p = j \times B = \frac{1}{4\pi} B \cdot \nabla B - \nabla \frac{B^2}{8\pi}$$

where we have eliminated $j$ by means of equation (2-19), with $\partial E/\partial t$ set equal to zero. Equation (4-1) is sometimes called the "magnetostatic equation." The term in $B \cdot \nabla B$ on the right-hand side of equation (4-1) represents the stresses due to tensions along the lines of force; when the lines are curved, volume forces can appear. The term in $\nabla B^2$ represents stresses due to mutual repulsion of the lines of force; these stresses are similar in effect to a pressure tensor isotropic in the plane perpendicular to $B$.

Several simple results may be derived immediately. If we take the scalar product of equation (4-1) first with $B$ and then with $j$, the right-hand side of the equation vanishes in each case. Hence $\nabla p$ can have no component parallel either to $B$ or to $j$; both $B$ and $j$ must be parallel to the isobaric surfaces. If inertial forces are important or if the pressure tensor is anisotropic, equation (4-1) becomes substantially more complicated and these simple results no longer hold.

Once $p$ and $B$ are known for the equilibrium situation, the analysis of infinitesimal perturbations is also straightforward, and is in principle identical with the analysis of infinitesimal waves given in the previous chapter. In Chapter 3 the equilibrium state was uniform, and thus all coefficients in the differential equations for the perturbed quantities were constant. In the present instance these coefficients are functions of position, and analysis of the perturbations is an intricate eigenvalue problem. The solution of such a problem gives all the normal modes, and if any of these modes increases exponentially instead of oscillating the equilibrium is unstable.

Here we shall discuss the stability in a much simpler manner, by considering the change of the potential energy for an arbitrary deformation. The potential energy, $W$, of the plasma may be written

$$W = \int \left\{ \frac{B^2}{8\pi} + \frac{3p}{2} + \rho \phi \right\} \, dr$$

where $dr$ is a volume interval, and the integral extends over the entire region occupied by the plasma and the surrounding vacuum; this volume will be finite only if the system is enclosed by a perfect conductor. Since the resistivity and viscosity are neglected, the system is nondissipative and the total energy, given by the sum of $W$ and the kinetic energy, is constant.

Let an equilibrium system be perturbed by imposing an arbitrary displacement, $\xi$, a function of initial position. To first order in $\xi$ the change $\delta W$ in the potential energy must vanish, since this is the condition for an equilibrium state. The stability or instability of the equilibrium is determined by the sign of $\delta W(\xi, \xi)$, the value of $\delta W$ when all terms of order $\xi^2$ are retained. If $\delta W(\xi, \xi)$ is positive, the kinetic energy cannot exceed the initial value of $\delta W$, and the perturbation will not grow. If $\delta W(\xi, \xi)$ is negative, however, $|\delta W|$ and the kinetic energy can grow together as $\xi^2$ increases, and the system is unstable.

More quantitatively, we may write the conservation of
energy in the form
\[ \frac{1}{2} \int \rho \left( \frac{d\xi}{dt} \right)^2 d\tau + \delta W(\xi, \xi) = 0. \]  
(4-3)

If we assume that \( \xi \) varies as \( \exp(-\omega t) \), we obtain
\[ \omega^2 = \frac{\delta W(\xi, \xi)}{\frac{1}{2} \int \rho \xi^2 d\tau}. \]  
(4-4)

Thus if \( \delta W \) is negative, \( \omega \) is imaginary, and the perturbation grows exponentially. Only if \( \xi \) is an eigenfunction of the problem will the perturbation increase at the same rate throughout the plasma. Even with an approximate \( \xi \) equation (4-4) gives correctly the general magnitude of the rate at which \( \xi \) increases.

The general equations for \( \delta W(\xi, \xi) \) have been derived from the macroscopic equations by Bernstein, Frieman, Kruskal, and Kulsrud (2), who have established as a necessary and sufficient condition for instability that \( \delta W \) must be negative. They have also established procedures for determining the \( \xi \) which gives the minimum \( \delta W \). A related analysis has been presented by Hain, Lüst, and Schlüter (9). The particle drifts which actually occur when \( \delta W \) is negative have been analyzed by Rosenbluth and Longmire (16), providing a microscopic explanation of hydromagnetic instabilities.

We shall confine our attention here to the macroscopic picture, considering first the energy change \( \delta W_s \) at an interface, where the plasma pressure in the unperturbed equilibrium state changes discontinuously across some surface, \( S \), parallel to the lines of force. We derive the value of \( \delta W_s \), computing the change in energy resulting when the surface layer is replaced by a flexible membrane, and the membrane is slowly perturbed, with the plasma on each side of the membrane remaining in equilibrium. Let \( \xi_s \) be the perturbation in a direction normal to the surface. There will be a force \( F \) per unit area across the interface, proportional to \( \xi_s \). The total work done on the fluid in the course of the displacement \( \xi_s \) is given by

\[ \delta W_s = -\frac{1}{2} \int \xi_s \cdot \mathbf{F}(\xi_s) dS \]  
(4-5)

integrated over the surface. As we shall see below, the total pressure across the interface in the equilibrium state is \( p + B^2/8\pi \). As \( E_x \) increases, the pressures on the two sides of the surface change in a different way, since \( \nabla_s(p + B^2/8\pi) \) is different on the two sides; we denote by \( \nabla_s \), the component of the gradient normal to \( S \). Evidently \( -F_\xi(\xi_s) \) is the product of \( \xi_s \) times this increase in gradient as the surface is crossed in the direction of increasing \( \xi_s \). Hence we have

\[ \delta W_s = \frac{1}{2} \int \xi_s^2 \left( \nabla_s \left( p + \frac{B^2}{8\pi} \right) \right) dS \]  
(4-6)

where \( \langle X \rangle \) denotes the change of some quantity \( X \) across the surface, defined as \( X(\xi_s) - X(-\xi_s) \) as \( \xi_s \) approaches zero.

There will also be a change of potential energy, \( \delta W_p \), resulting from deformations within the plasma. To simplify the problem we shall assume that the plasma is incompressible. In the simple problems where we shall compute \( \delta W_p \), the \( \xi \) which gives the minimum value of \( \delta W \) is that in which \( V' \xi \) vanishes, and even in more general situations this restriction will not affect very greatly the criterion for stability. The computation of \( \delta W_p \) is similar in principle to that of \( \delta W_s \), but more involved, yielding (2)

\[ \delta W_p = \frac{1}{2} \int \left( \frac{d\mathbf{B}}{dt} \cdot \mathbf{B} - \frac{1}{4\pi} \mathbf{j} \times \mathbf{B} \times \xi - (\xi \cdot \nabla \phi)(\xi \cdot \nabla \rho) \right) dV \]  
(4-7)

where \( dV \) is an element of volume; \( \mathbf{B} \), obtained by combining equations (2-18) and (2-36), and integrating over \( dt \), is

\[ \mathbf{B} = \nabla \times (\xi \times \mathbf{B}) \]  
(4-8)

In addition to \( \delta W_s \) and \( \delta W_p \) one must also consider \( \delta W_m \), the change of magnetic energy in any vacuum regions. The value of \( \delta W_m \) within a vacuum is determined uniquely by Maxwell's equations, together with the value of \( \xi \times \mathbf{B} \) at any
interface between plasma and vacuum. In those problems where we shall compute $\delta W$ no vacuum fields are considered.

4.2 Plane System

We consider first the situation where all quantities are functions of $x$ only. This idealized case has the advantage that it can be treated completely with relatively simple mathematics, and the basic concepts of plasma diamagnetism, force-free fields, and flute or interchange instabilities clearly demonstrated.

**a. Equilibrium.** Except in the trivial case where all components of $\mathbf{B}$ are constant, $B_z$ must vanish. This result follows from equation (4-1), where $B_x \partial B_x / \partial x$ and $B_y \partial B_y / \partial x$ must vanish since $\nabla p$ and $\nabla B^2$ have no components in the $y$ or $z$ directions. Hence the $\mathbf{B} \cdot \nabla \mathbf{B}$ term vanishes in equation (4-1) and we can integrate over $dx$ to obtain

$$p + \frac{B^2}{8\pi} = \text{constant} \quad (4-9)$$

With this simple geometry $B^2/8\pi$ may be regarded as a magnetic pressure, and the sum of the material and magnetic pressures is constant. Thus a confined plasma tends to be diamagnetic, with the magnetic pressure reduced below its vacuum value by the presence of the plasma. Evidently $p$ and $B$ can be arbitrary functions of $x$, provided only that equation (4-9) is satisfied.

Moreover, the direction of $\mathbf{B}$ in the $yz$ plane can be an arbitrary function of $x$ without affecting equation (4-9). If the magnitude, $B$, of the magnetic field is independent of $x$, there is no force on the plasma even if the ratio $B_x/B_z$ varies in an arbitrary way. This is an example of a so-called "force-free field." While a vacuum field is also force free, this name is usually reserved for a field in which a current, $\mathbf{j}$, is present, satisfying the requirement

$$\mathbf{j} = \nabla \times \mathbf{B} = \alpha(r)\mathbf{B} \quad (4-10)$$

where $\alpha(r)$ is some function of position, which must be constant along each line of force if $\nabla \cdot \mathbf{j}$ is to vanish. Evidently if the current is parallel to the lines of magnetic force, as specified by equation (4-10), the ponderomotive force $\mathbf{j} \times \mathbf{B}$ vanishes. In the plane case, where all quantities are functions of $x$ only, the most general force-free field (apart from the vacuum field in which $\mathbf{B}$ is constant) is evidently that in which $B_x$ vanishes, $B$ is constant, and the ratio $B_x/B_z$ is an arbitrary function of $x$. If we let $B_x$ and $B_z$ equal $B \sin \theta$ and $B \cos \theta$, respectively, equation (4-10) yields

$$\frac{d\theta}{dx} = \alpha(x) \quad (4-11)$$

A magnetic field whose direction in the $yz$ plane changes continuously with $x$ is sometimes called a "shear field."

Next we consider the electric field present in this plane case. If we assume that $v$ vanishes, equation (2-21) determines $E$ directly in terms of $p_i$. If we express $E$ in terms of the potential, $U$, and let $p_i$ equal $n_i kT$, taking $T$ to be constant, we may integrate over $x$ to find

$$\log n_i + \frac{Ze}{kT} U = \text{constant} \quad (4-12)$$

Thus if $v$ equals zero, the electric potential must be such that the density of positive ions obeys the Boltzmann law. Evidently in this case the ponderomotive force produced by a gradient of $\mathbf{B}$ must be exerted entirely on the electrons, which carry virtually all the current.

This result may be compared with the electric field found in an isothermal atmosphere without a magnetic field but subject to a gravitational field (or to a uniform acceleration). We must now retain the gravitational terms in equations (2-20) and (2-21). Since $p_i = p_e/Z = p/(1 + Z)$, if the electron and positive ion temperatures are equal, equation (2-21) yields, if we eliminate $p_i$ by means of equation (2-20),
Thus the vertical electric force per ion, given by the left-hand side of this equation, cancels a fraction \( Z/(1 + Z) \) of the gravitational force in a positive ion, and provides a net downward force on the positive ions just equal to that on the electrons. Evidently this electric field is required to preserve electric neutrality.

### b. Stability, Isotropic Pressure.

If the magnetic field is uniform and the velocity distribution is Maxwellian at a uniform temperature, it is clear that no instabilities can be present; there is no state of lower energy or greater entropy to which the system can go. If the plasma is confined, and \( p \) varies with \( z \), the situation alters. Evidently collisions produce diffusion across the lines of force, and in the absence of collisions it is conceivable that more complex effects in a plasma may somehow produce the same effect, through the action of instabilities, turbulence, etc. Whether or not a confined plasma is intrinsically unstable is still an unsolved problem.

On the basis of the macroscopic equations given in Chapter 2, based on an isotropic pressure, no instabilities arise in a plasma in plane equilibrium, provided that the gravitational force vanishes; under these conditions the integral in equation (4-7) becomes a sum of squares if \( \xi \) vanishes at the limits of integration. Physically it is clear that compressing one part of the magnetic field and expanding another increases the energy, since the rising pressure of the compressed portion requires more energy than is liberated from the expansion, at reduced pressure, of the expanded portion.

In the special case that the lines of force are all parallel in the equilibrium state, perturbations are possible in which \( \delta W \) vanishes. We have already taken \( \mathbf{v} \cdot \mathbf{\xi} \) equal to zero. If we assume also that \( \mathbf{B} \) is everywhere parallel to the \( z \) axis, and that \( \partial \mathbf{\xi}/\partial z \) is zero, then there will be no bending of the lines of force in the perturbation and no change in magnetic energy. In the \( xy \) plane the motion is that of an incompressible fluid, and is independent of \( z \). The lines of force move as rigid rods, and through any fluid element the magnetic intensity, \( B \), is constant both in magnitude and direction. Evidently the plasma is neutral against such perturbations, which can exchange regions where \( B \) is strong for regions where \( B \) is weak. Such perturbations, in which some lines of force move in one direction, while others move oppositely, are called "interchanges."

If electric currents parallel to \( \mathbf{B} \) are present everywhere, and, as a result, \( \mathbf{B} \) rotates in the \( yz \) plane as \( z \) increases, the plasma is no longer neutral against such interchanges. The direction of the lines of force in the \( yz \) plane is now different for different \( z \), and, apart from trivial motions of uniform translation, the lines of force cannot interchange their positions, moving as rigid rods, because other lines of force are in the way. Evidently a shear magnetic field tends to have greater stability than one without shear.

When the direction of \( \mathbf{B} \) is everywhere the same, an instability can arise if the plasma is supported by a magnetic field against a gravitational force \( \rho_{g} \) per cm\(^3\), or if the magnetic field is accelerating the plasma against the equivalent reaction force, \(-\rho \mathbf{dv}/\mathbf{dt}\). For the case where a sharp interface separates two regions, with differing densities and field strengths, we may compute \( \delta W \) by use of equation (4-6) above. If we retain the gravitational term in equation (2-20), equation (4-1) becomes in this one-dimensional case

\[
\frac{d}{dx} \left( \rho + \frac{B^2}{8\pi} \right) = -\rho g
\]

(4-14)

The gravitational acceleration \( g \) is assumed to be directed toward decreasing \( x \). Equation (4-6) now yields

\[
\delta W_x = -\frac{1}{2} \langle \rho \rangle g \int \xi^2 dS
\]

(4-15)

and is negative if the density of the upper layer exceeds that of the lower layer. If positive \( z \) is taken to be the direction
of \( g \), the minus signs in equations (4-14) and (4-15) are changed to plus signs; however, the definition of \( \langle \Delta p \rangle \) following equation (4-6) is also modified, with an additional change of sign introduced, and the final sign of \( \delta W_g \) remains unchanged. Changes of energy in the volume layers above and below the interface must also be considered. If we choose a \( \xi \) which is constant along the lines of force, these lines will move as rigid rods, and there will be no change of magnetic energy. Volume changes of material energy arising from the last term in equation (4-7) will also be small, provided that \( 2\pi/\kappa \), the wavelength of the perturbation, is very small compared to the scale height \( \rho/\nabla \rho \). Hence we see that \( \delta W \) is negative if a dense plasma is supported against gravity by a lighter plasma, provided that the direction of \( B \) is everywhere uniform; this situation is therefore unstable. This same conclusion follows if a lighter plasma accelerates a denser plasma by pushing against it.

The unstable perturbation leads to a corrugation or fluting of the interface, with the flutes parallel to the lines of force. Hence the instability of an interface against these short-wavelength perturbations is frequently called a "flute" instability. Since this perturbation leads to an interchange of lines of force, with no bending of the lines, such an instability is sometimes also referred to as an "interchange" instability.

The rate at which the disturbance grows may be computed from equation (4-4). The simplest \( \xi \) which does not alter the magnetic energy but which goes to zero away from the interface is

\[
\begin{align*}
\xi_x &= A e^{i\alpha x} \sin \kappa y \\
\xi_y &= \pm A e^{i\alpha x} \cos \kappa y \\
\xi_z &= 0
\end{align*}
\]

with the minus sign taken above the interface, the plus sign below. With this perturbation we obtain

\[
\omega^2 = -\frac{g \langle \rho \rangle}{2\rho \rho},
\]  
(4-17)

where \( \bar{\rho} \) denotes the average of \( \rho \) on the two sides of the interface, while \( \langle \rho \rangle \) denotes the difference of \( \rho \) on the two sides. Since the perturbation \( \xi \) assumed in equation (4-16) is the solution given by the normal mode approach, equation (4-17) is the usual result for Rayleigh-Taylor instability. Evidently the disturbances of shortest wavelength grow most rapidly.

If \( B \) changes direction across the interface or in the adjacent volume, as a result of electrical currents along the lines of force, these results will alter. In this case it is not possible to interchange lines of force in the upper and lower layers; any perturbation which interchanges fluid at different values of \( x \) must bend the lines of force and increase the magnetic energy. The magnitude of this effect is simply computed if we assume that \( B \) makes an angle \( \theta \) with the \( z \) axis above the interface, and an angle \( -\theta \) below. If \( \xi \) is given by equation (4-16), the increase in magnetic energy may be obtained by substituting equation (4-8) into (4-7). It is readily shown that the resulting ratio of \( \delta W_p \) to \( \delta W_g \) is \( k B^2 \sin^2 \theta / (2\pi \rho \rho) \). Hence \( \delta W \) will be positive for small wavelengths (large \( \kappa \)), but for sufficiently large wavelengths instability results as before. This is because for very long wavelengths the perturbation involves relatively little bending of the lines of force. Stabilization of the shorter wavelengths is a rather general property of shear fields.

c. Stability, Anisotropic Pressure. When \( \rho_x \) and \( \rho_z \) are different, even a uniform medium may be unstable. Since the unstable perturbations produce gradients along \( B \), the macroscopic equations are not strictly applicable, and an accurate analysis must deal directly with the velocity distribution function. In particular, magnetic mirrors will develop during the course of the perturbation, or may be enhanced if present initially. The presence of trapped particles in these mirrors cannot be taken into account by macroscopic equations, based on simplifying assumptions about the pressure tensor.

However, analysis of this situation by means of the macroscopic equations does give some insight into the situation. We consider, therefore, one case where these equations do give the
correct result—the instability of an initially uniform plasma in which \( p_n \) exceeds \( p_\perp \) by more than \( B^2/4\pi \). If the gravitational potential vanishes, and if \( B \) and \( \rho \) are uniform in the equilibrium state, then we see from equation (4-2) that the change of potential energy is given by

\[
\delta W = \frac{1}{2\pi} \int (\delta B)^2 d\tau + \frac{1}{2} \int \delta \rho d\tau + \int \delta \rho_\perp d\tau \tag{4-18}
\]

The \( j \cdot \delta B \times \xi \) term which appeared in equation (4-7) is absent here since \( j \) vanishes in the equilibrium state.

We let \( B \) be parallel to the \( z \) axis, and consider a perturbation in which \( \xi \) is parallel to the \( x \) axis. Evidently \( \nabla \cdot \xi \) vanishes if \( \partial \xi \partial / \partial x \) is zero. If we take \( \xi \) to be a function of \( z \), independent of \( y \) as well as \( x \), the perturbation is of the type occurring in an Alfvén wave. It is evident physically, and may be verified from equation (4-8), that \( \delta B_y = \delta B_z = 0 \), and only \( \delta B_x \) need be considered. Since the motion is incompressible, \( \delta \rho _n \) and \( \delta \rho _\perp \) may be replaced by \( nk\delta T_n \) and \( nk\delta T_\perp \) respectively, with \( T_n \) and \( T_\perp \) determined from equations (1-32) and (1-35), respectively. The value of \( (\delta B)^2/B^2 \) that occurs in the expression for \( (\delta T_n)/T_n \) and \( (\delta T_\perp)/T_\perp \) may be found from the simple result

\[
\frac{\delta B^2}{B^2} = \left[ B^2 + (\delta B_x)^2 \right] / B^2 = \frac{n}{2} \frac{(\delta B_x)^2}{B^2} \tag{4-19}
\]

since the initial \( B \) is entirely in the \( z \) direction. Combining equations (4-16) and (4-19) yields

\[
\delta W = \frac{1}{2B^2} \int (\delta B)^2 d\tau \left\{ B^2 - \frac{n k T_n + nk T_\perp}{4\pi} \right\} \tag{4-20}
\]

Evidently the perturbation will be unstable if

\[
p_n - p_\perp > \frac{B^2}{4\pi} \tag{4-21}
\]

This instability, pointed out originally by Parker (14), is sometimes called the "firehose" instability. If \( p_n \) is much larger than either \( p_\perp \) or \( B^2/4\pi \), bending the lines of force, and thus increasing their length, will decrease \( p_n \) more than it will increase either the magnetic energy or the transverse kinetic energy. From the standpoint of the forces involved, the centrifugal force associated with a curving path tends to accentuate the curves, when \( p_n \) is predominant.

Since the perturbed magnetic field varies in magnitude along the lines of force, some trapping of particles occurs as the instability develops. However, the analyses by Chandrasekhar, Kaufman, and Watson (4) and by Sagdeyev and his colleagues (17) indicate that a more exact treatment still yields inequality (4-21) as a criterion for instability. This is not too surprising, since the change of \( B \) is of second order in \( \xi \), and the trapping does not affect those particles which provide the driving force for the instability; i.e., the particles which are moving predominantly along the lines of force.

There is an alternate mode of instability, called the "mirror" instability, that can develop when \( p_\perp \) much exceeds \( p_n \) in an initially uniform medium. In this mode \( \partial \xi / \partial x \) is finite; from equation (4-8) we see that \( \delta B_x \) equals \( -B_0 \partial \xi / \partial x \), and the strength of the total magnetic field varies linearly with \( \xi \), instead of quadratically as in the firehose instability. If we assume also that \( \partial \xi / \partial x \) oscillates slowly with increasing \( z \), then the perturbation leads to the development of magnetic mirrors—with a single line of force passing alternately through regions of diminished field and regions of enhanced field. Particles whose velocities are predominantly transverse to \( B \) will be trapped in these mirrors, and provide a dominant driving force for instability, since the kinetic energies of these particles decrease as the instability develops. Chandrasekhar (4), Sagdeyev (17), and their colleagues have shown that the criterion for instability, not obtainable from the simple macroscopic equations, is

\[
p_\perp - p_n > \frac{p_n B^2}{p_\perp \partial y \pi} \tag{4-22}
\]

Rough observational confirmation of the mirror instability has
been obtained by Post and Perkins (15), who observed a very great increase in the diffusion rate from a magnetic mirror under conditions generally consistent with inequality (4-22).

4.3 Cylindrical System

When all quantities are functions only of r, the distance from the cylindrical axis, the situation differs from the plane case in that the lines of force may be curved in the equilibrium situation. As a result the equilibrium conditions are somewhat modified, and important new types of instability appear.

a. Equilibrium. To apply equation (4-1) in this geometry we express equation (2-19) for \( j \) in cylindrical coordinates, with \( \partial E/\partial t \) again set equal to zero. We have the familiar results

\[
4\pi j_r = \frac{1}{r} \frac{\partial B_z}{\partial \theta} - \frac{\partial B_r}{\partial z} \tag{4-23}
\]

\[
4\pi j_z = \frac{1}{r} \frac{\partial B_r}{\partial r} - \frac{1}{r} \frac{\partial B_z}{\partial \theta} \tag{4-24}
\]

\[
4\pi j_z = \frac{1}{r} \frac{\partial}{\partial r} \left( r B_z \right) - \frac{1}{r} \frac{\partial}{\partial \theta} \left( B_z \right) \tag{4-25}
\]

If we assume that \( B \) is a function of \( r \) only, then from equation (4-23) it follows that \( j_r \) must vanish. If we also stipulate that \( \partial p/\partial z \) and \( \partial p/\partial \theta \) vanish, then from equation (4-1) we see that \( B_r \) must also vanish except in the trivial case where both \( j \) and \( j_z \) vanish. If we set \( B_r \) equal to zero in equations (4-24) and (4-25), the \( r \) component of equation (4-1) becomes

\[
\frac{\partial}{\partial r} \left\{ \frac{p}{8\pi} + B_z^2 \right\} + \frac{1}{4\pi} \frac{B_r^2}{r} = 0 \tag{4-26}
\]

If \( B_z \) vanishes, the sum of the material and magnetic pressures must be constant, as in equation (4-9). If \( B_z \) differs from zero, however, the stresses due to tensions along the lines of force affect the equilibrium.
As in the plane plasma a force-free field with cylindrical symmetry is possible, in which $\nabla p$ is zero everywhere, and where the direction of $B$ rotates as $r$ increases. In such a field $B_z$ and $I'$ must be related by equation (4-29), with $p$ set equal to zero, but are otherwise arbitrary, except that $I$ must vanish as $S$ goes to zero. While in the plane case $B$ is constant in a force-free field, with only the direction of $B$ changing, in this cylindrical case the magnitude of $B$ will change with increasing $r$. If we impose the condition that $B_z$ and $j_z$ both vanish together for $r$ equal to some $R$, and also for all greater values of $r$, then for $r$ greater than $R$, $I$ is independent of $S$ and $B_0$ varies as $1/r$. In the simplest such system $j_z$ is constant for $r$ less than $R$, and $B_z$ decreases linearly with $S$ in this range of $r$. While such a system is force-free, the stresses are not zero. The lines of force near the axis, where $B$ is predominantly in the $z$ direction, tend to repel each other. The counter stress needed is provided by the $B_0$ field at greater distances, where the tension along the lines of force tends to pull these lines inward.

The radial electric field $E_r$ and the velocity, $v$, in a self-pinched plasma still remain to be determined. These are related by equation (2-21), which yields, with neglect of the $v j$ term,

$$E_r - v B_0 + v_0 B_0 - c \frac{d p_i}{en_i} = 0$$

(4-32)

Steady-state conditions do not suffice to determine these quantities and we must inquire into the origin of the plasma. The velocity obtained from equation (4-32) is perpendicular both to $B$ and to $r$. It is clear from the equation of motion, (2-11), that a change in this velocity can be produced only by a radial current, $j_r$, which can produce a pondermotive force in the direction $r \times B$. Since any appreciable radial current will produce a large electrostatic field, $E_r$, one would expect $v$ to remain small. We shall show that this is actually the case. The analysis will be simplified by the assumption that $B_z$ vanishes; the same result follows also in the more general case.

**EQUILIBRIA AND THEIR STABILITY**

The $z$ component of equation (2-11) is

$$\rho \frac{\partial v_z}{\partial t} = j_z B_0$$

(4-33)

In addition the component of equation (2-19) in the $r$ direction yields

$$4 \pi j_r + \frac{\partial E_r}{\varepsilon_0 \partial l} = 0$$

(4-34)

Equation (4-34) may be used to eliminate $j_r$ from equation (4-33).

To permit integration of the resultant equation over time we shall assume that $\rho/B_0$ is constant with time during the formation of the pinched discharge. This assumption is not very realistic for a self-pinched discharge, but should give an approximate indication of what may be expected.

With this assumption, equation (4-33) yields

$$E_r = - \frac{4 \pi \rho c^2}{B_0} v_0$$

(4-35)

provided we assume that initially both $E_r$ and $v_0$ are zero. If now we combine equations (4-35) and (4-32), (with $\partial p_i/\partial r$ replacing $d p_i/\partial r$) and eliminate $E_r$, we obtain

$$v_0 = - \frac{c}{K e n B_0} \frac{\partial p_i}{\partial r}$$

(4-36)

where $K$ is the dielectric constant, given in equation (2-33). If $E_r$ were zero, $v_0$ would be given by equation (4-36) with $K$ equal to one. It is evident that for large $K$ the radial electrostatic field almost exactly cancels the velocity which the position-ion pressure gradient would otherwise produce.

A similar conclusion has been established by Spitzer (20) in a somewhat different case. If a plasma is confined by a magnetic field, and the temperature is increased, it might be supposed that the material velocity $v$ transverse to $B$ and to $\nabla p_i$ might increase as $\nabla p_i$ is increased, in accord with equation
(2-23). However, in this case also the acceleration must be produced by electric currents along the pressure gradient, and these currents produce an electrostatic field parallel to \( \nabla p \), the residual velocity amounting, as in equation (4-36), to only \( 1/K \) times its value in the absence of the electrostatic field.

b. Stability. When the lines of force are curved in the equilibrium situation, an instability can be present even in the absence of acceleration. As in the previous section, we consider here the instability of an interface, where the pressure changes discontinuously.

Since the pressure of a \( B_0 \) field tends to stabilize the gas, we shall first consider the self-pinched cylindrical plasma, with \( B_z \) equal to zero.

The change of potential energy resulting from perturbations in an interface is given in equation (4-6). As in the plane case, \( p + B^2/8\pi \) is continuous across the interface. We assume that the interface is characterized by some value of \( \langle p \rangle \); for a confined plasma \( p \) decreases outwards and \( \langle p \rangle \) will be negative. The value of \( \partial B^2/\partial r \), obtained from equation (4-26), is \( -2B_r^2/r \), since \( \partial p/\partial r \) is assumed zero. Hence we have

\[
\left\langle \nabla_s \left( p + \frac{B^2}{8\pi} \right) \right\rangle = -\frac{1}{r} \left\langle \frac{B_r^2}{4\pi} \right\rangle
\]

(4-37)

Using again the fact that \( p + B^2/8\pi \) is continuous, we obtain from equation (4-6)

\[
\partial W_s = \frac{\langle p \rangle}{r} \int \xi^s \, dS
\]

(4-38)

We see that \( \partial W_s \) is negative if \( \langle p \rangle \) is negative; i.e., if \( p \) just outside the cylindrical boundary is less than the value just inside.

Instability will result for any \( \xi \) which makes the volume contribution to \( \partial W \) negligible. Hence we again consider a \( \xi \) for which \( \nabla \cdot \xi = 0 \), and \( B \cdot \nabla \xi \) vanishes. If the wavelength of the perturbation is sufficiently small compared to \( r \), these requirements are satisfied approximately by equation (4-16), with \( r, z, \) and \( \theta \) replacing \( x, y, \) and \( z \), respectively. Change of potential energy in the volume of the gas and in the vacuum outside are both negligible, and in place of equation (4-17) we now obtain

\[
\omega^2 = \frac{\gamma \langle p \rangle}{\rho}
\]

valid if \( \kappa r \) is much greater than unity. This is another example of the flute instability, which in theory is always present at an interface if the lines of force are concave towards the region of greater plasma pressure and if the magnetic field has no shear.

If \( \kappa r \) is small \( \partial W_s \) and \( \partial W_p \) are no longer negligible. Since the equilibrium state is independent of \( \theta \) and \( z \), we may conveniently take Fourier components of \( \xi \) in the \( \theta \) and \( z \) direction, writing

\[
\xi = f(r)e^{i\kappa_0 \theta}e^{-i\omega t}
\]

(4-40)

Evidently \( \xi \) is a periodic function of \( \theta \), and hence \( m \) must be an integer. The criteria for stability differ for each \( m \), and must be determined by a detailed analysis. A number of such analyses have been carried out, including normal-mode analyses by Kruskal and Schwarzschild (12), Kruskal and Tuck (13), Shafranov (18), and Tayler (22). Some of the salient results of these analyses are given here for reference, retaining the restriction to a uniform cylindrical plasma, with a vacuum field outside.

For \( m = 0 \) the plasma is unstable for every \( \kappa \). For \( \kappa r \) small the distorted plasma column resembles somewhat a string of sausages, and hence instability in this mode is sometimes called the “sausage” instability. If the plasma pressure is uniform in the unperturbed state, with a vacuum outside a cylinder of radius \( r \), the growth rate of the \( m = 0 \) mode, in the limit of small \( \kappa r \), is given by

\[
\omega^2 = -\kappa^2 \frac{\gamma P}{(\gamma - 1)\rho}
\]

(4-41)

where now \( p \) and \( \rho \) refer to quantities in the plasma. For the
The kink instability is more difficult to stabilize, since the \( B_z \) field lines are somewhat stretched by the perturbation but are not much compressed; in a plane of constant \( z \), the perturbation for \( m = 1 \) gives a uniform translation with no distortion. As in the plane situation, stability is achieved only for sufficiently large \( \kappa \). More specifically, if \( B_z \) vanishes outside the plasma cylinder, with \( B_\theta \) zero inside, instability will still be present if

\[ \kappa r < \frac{1}{2e^{\gamma - B_\theta^2/p^2}} \]  

(4-44)

where \( B_\theta \) is evaluated just inside the plasma boundary and \( B_\theta \) just outside; \( \gamma \) is again Euler’s constant. Even in the extreme case where \( B_z \) inside the plasma is about equal to \( B_\theta \) outside, and the plasma pressure is vanishingly small, instability sets in for all \( \kappa r \) less than about 1.12. In the situation where \( B_z \) has the same value outside and inside the plasma, with \( B_\theta \) at the plasma boundary much less than \( B_z \), the condition for instability becomes, to first order in \( B_\theta/B_z \)

\[ \kappa r < \frac{B_\theta}{B_z} \]  

(4-45)

Stabilization of the kink instability, for a plasma cylinder with uniform pressure, can, in theory, be achieved if a perfectly conducting cylinder surrounds the plasma. However, if the region of pressure gradient is analyzed in more detail, interchange instabilities within this layer tend to be present; these instabilities correspond to perturbations of high \( m \). To stabilize the self-pinched discharge against hydromagnetic instabilities within the entire volume of the plasma requires rather special conditions; for example, the plasma will be stable if \( B_z \) decreases outwards more rapidly than \( 1/r \), a configuration that may be achieved if a hollow cylindrical plasma surrounds an axial conductor which carries electric current—sometimes called the "hard-core pinch" (5).

Some experimental confirmation of these instabilities has been obtained in fully ionized gases. Self-pinched discharges...
have been observed to be unstable for the modes $m = 0$ and $m = 1$, although in the pinches studied by Curzon et al. (7) the Rayleigh-Taylor instability arising during compression of the pinch is apparently about as important as the instability due to curvature of the lines of force. In plasmas with a uniform $B_z$ present as well as $B_0$, the $m = 1$ instability has been observed by Kruskal et al. (11) and by Dolgov-Saveliev et al. (8) to occur under conditions predicted by equation (4-45). However, the interchange instabilities of high $m$, predicted by the theory for situations in which $p$ changes continuously across the plasma, have not been observed.

### 4.4 Axisymmetric System

With more complicated systems the number of possibilities becomes larger and larger, and hence of less general interest. Specific systems can always be analyzed by direct numerical methods. In the present subsection we consider only a few general results on the equilibrium of axisymmetric configurations, primarily those in which either the magnetic field lines or the lines of electric current flow are circles about the axis of symmetry. Particle confinement in axisymmetric systems has already been demonstrated in Section 1.2, provided that $B_0$ has an appreciable component parallel to the axis of symmetry.

First we treat systems in which the magnetic field lines are circles; i.e., $B_r$ and $B_z$ vanish and $B_0$ is independent of $r$. This is the one case where the confinement discussion in Section 1.2 does not apply, since $\Phi(r, z)$ vanishes. The macroscopic equation (4-1) now yields a particularly simple result. If we take the curl of both sides of equation (4-1) the left-hand side vanishes; the $\theta$ component of the right-hand side yields

$$\frac{\partial}{\partial z} (j_r B_\theta) + \frac{\partial}{\partial r} (j_\theta B_\theta) = 0$$

If we substitute equations (4-23) and (4-25) for $j_r$ and $j_\theta$ we obtain

$$\frac{1}{r} \frac{\partial}{\partial z} (r B_\theta^2) = 0$$

If $r$ is not infinite, $B_\theta$ must be independent of $z$, and hence $p$ also must be independent of $z$. Thus a plasma cannot be confined in a finite volume by a simple toroidal $B_\theta$ field, and the externally pinched plasma is not in equilibrium if bent into a toroidal form. Physically this result may be attributed to particle drifts associated with the inhomogeneity of the $B_\theta$ field. As a result of these drifts, electric currents appear in the $z$ direction, and if $B_\theta$ varies with $z$, these currents will possess a divergence. This same result may also be shown directly from the macroscopic equations; if equation (2-20) is solved for $j$, with a pure toroidal $B_\theta$ field and the gravitational potential ignored, $\nabla \cdot j$ does not vanish unless equation (4-47) is satisfied.

Next we consider the converse case, where the lines of current flow are circles about the axis of symmetry. Now $B_\theta$ vanishes identically under these conditions. If the current, $j_\theta$, is confined to the gas alone, it is readily shown that equilibrium is not possible; to hold the configuration together currents in external conductors are required. The plasma configuration depends both on the geometry and on the relative magnitude of these external currents. A very wide variety of equilibrium situations are possible. One limiting case is that in which the external currents have their minimum value for equilibrium; this situation corresponds to the self-pinched plasma when it is bent into toroidal form.

Another limiting case of axisymmetric plasmas with circular currents is a plasma confined between two magnetic mirrors in which the external currents much exceed the plasma current. As we have seen in Section 1.3, confinement between magnetic mirrors is possible only if the velocity distribution is anisotropic. In this more general case $\nabla p$ in equation (4-1) must be replaced by $\nabla \cdot \mathbf{\Psi}$, where $\mathbf{\Psi}$ now has the components $p_\perp$ in the two directions perpendicular to $\mathbf{B}$, and $p_\parallel$
parallel to B. Since the directions in which \( \Psi \) is diagonal rotate with position in this geometry, \( \nabla \cdot \Psi \) may be finite even if \( p_u \) and \( p_s \) are constant. After some algebra we find that the component of this generalized equation (4-1) which is parallel to \( B \) yields

\[
\nabla p_u = \frac{(p_u - p_s)}{B} \nabla B
\]

where \( \nabla \) denotes the component of the gradient in the direction of the magnetic field. Since \( p_s \) equals \( mnu_e^2/2 \), equation (4-48) reduces, in the limit where \( p_u \) is much less than \( p_s \), to the familiar equation of hydrostatic equilibrium (equation (4-14) with acceleration \( a \) magnetic gradient—see equation (1-24).

Equilibrium configurations in which the electric currents are circles about the axis of symmetry and which are intermediate between a mirror and a self-pinched toroidal plasma are also possible (6). In these an external \( B \) field contributes substantially to the confinement, but the current in the toroidal plasma is sufficiently great to weaken or even to reverse the \( B \) field threading the plasma.

More general axisymmetric fields are also possible, of course, in which neither the current lines nor the lines of magnetic force are circles. If a small \( j_b \) is assumed to pass through an externally pinched toroidal plasma, equilibrium becomes possible (3, 19); the lines of force are no longer closed and current divergences can be neutralized by currents parallel to \( B \). The same effect can be produced without plasma currents by more complicated external fields, without axial symmetry (21). These complex fields, which are utilized in the stellarator, are of importance for stable plasma confinement but are beyond the scope of this book.

References

If a gas is in thermodynamic equilibrium, collisions between the particles are of little interest, as they do not affect the state of the gas. To analyze non-equilibrium phenomena, however, a quantitative study of collisions is necessary. Two types of non-equilibrium phenomena may be distinguished. A gas may be far from equilibrium, and one may wish to know the rate at which equilibrium is approached. For example, a beam of particles passing through a plasma will be scattered and slowed down; or electrons and positive ions may have different kinetic temperatures, which are gradually approaching each other. A second type is that in which a steady non-equilibrium state is present. The flow of an electric current or the transport of heat across the gas are examples; these phenomena may be analyzed in terms of the "transport coefficients," such as the resistivity, \( \eta \), and the coefficient of thermal conductivity, \( \kappa \).

In the present chapter the effect of collisions is analyzed and the results are applied to these two types of non-equilibrium phenomena. Electrostatic forces between particles have a much longer range than the forces between neutral atoms. As a result we must consider not so much the close collisions between charged particles, which may completely change the particle velocities, but rather the more distant encounters, each of which produces so small an effect that the term "collision" is scarcely applicable. Such distant encounters are analyzed first, and methods of description presented which are then applied in the subsequent sections of this chapter.

5.1 Distant Encounters

When two charged particles pass by each other, each particle moves in a hyperbola relative to the center of mass of the two particles. In a coordinate system in which the center of mass is stationary, the two particles move in a single plane, called the "orbital plane." The paths of the two particles in this plane are shown in Figure 5.1 for the case of two identical particles; the center of gravity is at point \( A \), while the dashed lines represent the asymptotes of the two hyperbolas.

![Figure 5.1. Orbits of two identical particles in an encounter. The reference frame is chosen so that the center of gravity, Point \( A \), is stationary.](image)

If the relative velocity, \( \mathbf{w}_1 - \mathbf{w}_2 \), of the two particles is denoted by \( \mathbf{u} \), and the distance of closest approach in the absence of forces is denoted by \( p \), called the "impact parameter," then the angular deflection, \( \chi \), of each particle is given by

\[
\chi = \pi - 2\psi
\]
where
\[ \tan \psi = \frac{M p \mu^2}{Z_1 Z_2 e^2} \]  
(5-2)

\( Z_1 e/c \) and \( Z_2 e/c \) are the charges of the two particles, in e.m.u., and \( M \) is the reduced mass, defined by
\[ \frac{1}{M} = \frac{1}{m_1} + \frac{1}{m_2} \]  
(5-3)

We are interested in the conditions under which the particle of mass \( m_1 \) is deflected by 90° as a result of encounters. To simplify the presentation, we shall first consider the case in which \( m_1 \) is very much larger than \( m_2 \) and the heavier particle may be taken stationary; the deflection \( \chi \) then becomes the true deflection of the lighter particle in the reference system in which the macroscopic gas velocity \( v \) is zero. From equation (5-1) we see that \( \chi \) is \( \pi/2 \) when \( \tan \psi \) is unity. Thus the lighter particle is deflected through 90° when the potential energy at a distance equal to \( p \) is twice the original kinetic energy. We may denote this particular value of \( p \) by the subscript 0. Clearly
\[ p_0 = \frac{Z_1 Z_2 e^2}{m_2 w_1^3} \]  
(5-4)

The cross section for such encounters is then \( \pi p_0^2 \).

In normal gases, composed primarily of neutral particles, deflection of particles is produced primarily by “close collisions,” with a substantial angular deflection in each collision. If we define as a “close collision” an encounter producing a deflection of 90° or more, the time interval between such close collisions is then a good approximation to the collision time in the gas, which we here denote by \( t_c \). We have
\[ t_c = \frac{1}{\pi n m_1 p_0^2} \]  
(5-5)

where \( n \) is the number of particles of mass \( m_2 \) per cubic centimeter.

In a gas composed of charged particles equation (5-5) is a very poor approximation and gives a mean free path too large by more than an order of magnitude. The reason for this is that electrostatic forces decrease much more slowly with increasing distance than do the forces between neutral atoms. As a result, when two charged particles pass by at a distance large compared with \( p_0 \), the deflection \( \chi \) is not negligible, and the number of such “distant encounters” is so great that their effect outweighs that of the close encounters.

More specifically, the equations above show that when \( p \) much exceeds \( p_0 \), \( \chi \) approaches \( \pi - p_0/p \); the deflection \( \chi \) then varies as \( 2p_0/p \), and is thus a very slowly varying function of \( p \). If all encounters produced deflections in the same direction, the distant collisions would have an enormous effect, since the number of collisions with an impact parameter between \( p \) and \( p + dp \) varies as \( 2\pi pdp \). Actually, the deflections will have random directions and will tend to cancel out. To analyze distant collisions a statistical theory is required, which treats the effect produced by many small random changes in velocity. The fundamental concepts required by such a theory are presented in the next section.

5.2 Diffusion Coefficients

Let us follow a particular particle as it moves through an ionized gas. We shall call this particle a “test particle.” The test particle has a mass \( m_1 \), a charge \( Z_1 e/c \), and a velocity \( w \). The particles with which the test particles collide will be called “field particles,” in accordance with the terminology of Chandrasekhar (6). For simplicity we shall assume that all the field particles have the same mass, \( m_2 \), and charge, \( Z_2 e/c \). The field particles may have any distribution of velocities.

As the test particle moves about, it will experience many deflections, mostly small. Since the addition of successive angular deflections is mathematically complicated, we shall consider the value of \( \Delta w \), the change of velocity of the test
particle. Let us choose the $z$ axis parallel to $w$, and consider firstly the component of $\Delta w$ along the $x$ axis. If $(\Delta w_x)_j$ represents the change of this component in the $j$th encounter, then in $N$ encounters the total change of $w_x$ is given by

$$\Delta w_x = (\Delta w_x)_1 + (\Delta w_x)_2 + \cdots + (\Delta w_x)_N$$

$$= \sum_j (\Delta w_x)_j$$  \hspace{1cm} (5-6)$$

We assume that successive encounters are at random. It is then impossible to predict what the precise value of $\Delta w_x$ will be. However, if we consider many test particles, each moving in the same initial direction with the same initial velocity, and each experiencing $N$ encounters, it is possible to average $\Delta w_x$ over all these particles. We shall denote such an average by $\bar{\Delta w}_x$. If the distribution of velocities within the gas is isotropic, $\Delta w_x$ must evidently vanish from symmetry. However, $\bar{\Delta w}_x$ is not necessarily zero in this case.

The mean square value of $\Delta w_x$ will not vanish. This average will contain terms $(\Delta w_x)_j^2$ and also such terms as $(\Delta w_x)_j(\Delta w_x)_k$. If $(\Delta w_x)_j$ in each collision is small, the second collisions the particles experience will produce the same average change as the first collisions. The $N$ terms $(\Delta w_x)_j^2$ are all equal, therefore. On the other hand, all the cross-product terms will vanish, when averaged over all the particles under consideration, since successive collisions are uncorrelated. Hence we have

$$\langle (\Delta w_x)_j^2 \rangle = N\langle (\Delta w_x)_j \rangle^2$$  \hspace{1cm} (5-7)$$

If we plot the velocity of each test particle on a diagram, as in Figure 5.2, for the group of particles under consideration, all the points will initially coincide as in plot $a$. After $N$ encounters, the points will spread out on the diagram, as shown in plots $b$ and $c$. The dispersion of the points will increase as $N^1$, but may have different values in different directions. The center of gravity may move by an amount proportional to $N$. It is assumed, of course, that the test particles represented by the points in the diagram are but a small fraction of the total number of particles present.

We see that as a result of successive encounters the velocity distribution of a group of charged particles is progressively broadened. The effect is analogous to diffusion of particles in an ordinary gas, and we may regard the encounters as producing diffusion in velocity space.

To measure the rate of diffusion in the $w_x$ direction, we set $N$ in equation (5-7) equal to the average number of encounters in one second, including encounters of all types. The resultant value of $\langle (\Delta w_x)_j^2 \rangle$, measuring the increase of velocity dispersion of a group of particles per second, may then be denoted by $\langle (\Delta w_x)^2 \rangle$. This quantity is called a "diffusion coefficient." The corresponding quantities $\langle (\Delta w_x)^2 \rangle$ and $\langle (\Delta w_x)(\Delta w_y) \rangle$ are also diffusion coefficients, which vanish from symmetry if the field particles have an isotropic velocity distribution. Diffusion coefficients may also be defined for other directions.

The diffusion coefficients may be evaluated, in principle, for any velocity distribution of the field particles. Of primary importance is the velocity distribution in kinetic equilibrium, the Maxwell-Boltzmann distribution, which may be written

$$f^0(w) = \frac{n_0^3}{\pi^{3/2}} e^{-n_0 w^2}$$  \hspace{1cm} (5-8)$$

where $n$ is the particle density of the particles in question; $l$
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is defined in terms of the particle mass, \( m \), and the kinetic temperature, \( T \), by the relation

\[
p = \frac{m}{2kT} \quad (5-9)
\]

Equation (5-8) gives the density of particles per cubic centimeter and per unit volume of phase space; the equation must be multiplied by \( 4\pi w^3 \) to give the number of particles per cubic centimeter per unit interval of total velocity, irrespective of direction.

When the distribution function of the field particles is assumed to obey equation (5-8) only three independent diffusion coefficients need be considered, \( \langle \Delta w_x \rangle \), \( \langle \Delta w_y \rangle \), and \( \langle \Delta w_z \rangle \). The first of these equals \( \langle \Delta w_x \rangle \), in the coordinate system used in this section. This quantity, which is generally negative, represents the rate at which moving test particles are slowed down by interactions with the field particles. Chandrasekhar (7) has called this diffusion coefficient the “coefficient of dynamical friction.”

The quantity \( \langle \Delta w_x \rangle \), or \( \langle \Delta w_y \rangle \), or \( \langle \Delta w_z \rangle \) in the present notation, represents the rate of increase of \( \langle \Delta w \rangle \) in the direction parallel to the original motion of the test particles. The corresponding quantity \( \langle \Delta w_x \rangle \) represents the rate of increase in the perpendicular direction, and equals twice \( \langle \Delta w_x \rangle \) or \( \langle \Delta w_y \rangle \).

To illustrate the principles involved we shall evaluate \( \langle \Delta w_x \rangle \) in the simple case where \( m_f \), the mass of the field particles, is much greater than \( m \), the test-particle mass, and \( w_f \) may be set equal to zero. Usually in evaluating a diffusion coefficient we must integrate over the velocity distribution of the field particles, but in the present simple case this integration drops out.

When \( w_f \) vanishes we obtain, from equation (5-1),

\[
\langle \Delta w_x \rangle = w^3 \sin^2 \chi = 4w^3 \sin^2 \psi \cos^2 \psi \quad (5-10)
\]

If we eliminate \( \psi \) by means of equations (5-2) and (5-4) we have

\[
\langle \Delta w_x \rangle = \frac{4w^3(p/p_0)^2}{[1 + (p/p_0)^2]^2} \quad (5-11)
\]

If we average over all the test particles, the number of encounters with an impact parameter between \( p \) and \( p + dp \), per second, will be \( 2\pi mpn dp \). Hence we have

\[
\langle (\Delta w_x)^2 \rangle = 8\pi n_0 w^3 p_0^3 \int_0^{p_0/p_m} \frac{x^2 dx}{(1 + x^2)^2} \quad (5-12)
\]

The integral diverges at infinity. If we arbitrarily cut off the integration at a value of \( p/p_0 \) equal to some constant \( p_m/p_0 \), assumed large compared to unity, we have, approximately

\[
\langle (\Delta w_x)^2 \rangle = 8\pi n_0 w^3 p_0^3 \ln \left( \frac{p_m/p_0}{} \right) \quad (5-13)
\]

It remains to evaluate the cut-off distance \( p_m \). One might expect that for \( p_m \) one should take the mean distance between the field particles, about equal to \( n_f^{-1/3} \); at greater distances many particles will be passing by simultaneously, and equation (5-1) is no longer applicable. However, it has been shown by Cohen, Spitzer, and Routly (9) that in certain simplified cases the deflections produced by field particles passing by at distances greater than \( n_f^{-1/3} \) are correctly given by the formulas derived from two-body encounters. The physical explanation is that statistical fluctuations of the charge density move by at the same mean speed as the passing field particles, and these fluctuations produce deflections that must be taken into account.

As shown by Pins and Bohn (27), over distances greater than \( h \) the fluctuations of charged particle density are no longer random, but are reduced by macroscopic electrical forces. We shall, therefore, set \( p_m \) equal to \( h \), as defined in equation (2-3). More detailed treatments by Rand (28) and others give essentially the same result. Since the logarithmic term changes slowly, we shall usually take the mean value of \( p_0 \) for all the test particles, replacing \( mw^3 \) by \( 3kT \). We then obtain

\[
\Lambda = \frac{h}{p_0} = \frac{3}{2ZZe^3} \left( \frac{kT}{\pi n_e} \right)^{1/3} \quad (5-14)
\]

Shielding by positive ions is neglected in this equation.
When the electron temperature exceeds about $4 \times 10^5$ degrees K, $A$ must be somewhat reduced below the values obtained from equation (5-14), because of quantum-mechanical effects. An electron wave passing through a circular aperture of radius $p$ will be spread out by diffraction through an angle $\lambda/2\pi p$, where $\lambda$ is the electron wavelength. If this deflection exceeds the classical deflection $2p_0/p$, then the previous equations must be modified; in accordance with the results of Marshak (24) the only change needed is to reduce $A$ by the ratio $\phi(x)$ is the usual error function,

$$\phi(x) = \frac{2}{\pi^{1/2}} \int_0^x e^{-y^2} dy$$

and the function $G(x)$ is defined in terms of $\phi(x)$ by the relationship

$$G(x) = \frac{\phi(x) - x\phi'(x)}{2x^2}$$

Values of $G$ and $\Phi - G$ are given in Table 5.2. It is evident that as $m_2$ approaches infinity, $j_2$ also becomes infinite, according to equation (5-9), $\psi(\lambda w) - G(\lambda w)$ approaches unity, and equation (5-17) reduces to (5-13). From equation (5-9) we see that the quantity $\lambda w$ occurring in these equations is simply the ratio of $w$ to the root mean square two-dimensional velocity of the field particles.

In the derivation of equations (5-15) through (5-17), only those terms proportional to $\ln A$ have been retained. These have been called “dominant terms” by Chandrasekhar. It is evident from the values in Table 5.1 that $\ln A$ is usually about equal to the ratio of dominant to non-dominant terms, is not very great, in general, amounting to one or two orders of magnitude. In certain special cases the non-dominant terms may actually exceed the dominant ones. In the exact formula for $\langle (\Delta w)^2 \rangle$, for example, the terms neglected in equation (5-16) actually exceed those retained whenever $\lambda w^2$ is greater than about $\ln A$. Moreover, when $\lambda w$ is large, the true value of the coefficient $\langle (\Delta w)^2 \rangle$ no longer gives the increase

<table>
<thead>
<tr>
<th>$T$, °K</th>
<th>$1$</th>
<th>$10^2$</th>
<th>$10^3$</th>
<th>$10^4$</th>
<th>$10^5$</th>
<th>$10^6$</th>
<th>$10^7$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^5$</td>
<td>16.3</td>
<td>12.8</td>
<td>9.43</td>
<td>5.97</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$10^6$</td>
<td>19.7</td>
<td>16.3</td>
<td>12.8</td>
<td>9.43</td>
<td>5.97</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$10^7$</td>
<td>23.2</td>
<td>19.7</td>
<td>16.3</td>
<td>12.8</td>
<td>9.43</td>
<td>5.97</td>
<td></td>
</tr>
<tr>
<td>$10^8$</td>
<td>26.7</td>
<td>23.2</td>
<td>19.7</td>
<td>16.3</td>
<td>12.8</td>
<td>9.43</td>
<td>5.97</td>
</tr>
<tr>
<td>$10^9$</td>
<td>29.7</td>
<td>26.3</td>
<td>22.8</td>
<td>19.3</td>
<td>15.9</td>
<td>12.4</td>
<td>9.46</td>
</tr>
<tr>
<td>$10^{10}$</td>
<td>32.0</td>
<td>28.5</td>
<td>25.1</td>
<td>21.6</td>
<td>18.1</td>
<td>14.7</td>
<td>11.2</td>
</tr>
<tr>
<td>$10^{11}$</td>
<td>34.3</td>
<td>30.9</td>
<td>27.4</td>
<td>24.0</td>
<td>20.5</td>
<td>17.0</td>
<td>13.6</td>
</tr>
</tbody>
</table>
of velocity dispersion parallel to the initial velocity. The rate of increase of dispersion, parallel to the particle motion, is given rigorously by \((\Delta w_{1})^2 - (\Delta w_{1})^2\), summed over all encounters \(j\) per unit time. The sum of \((\Delta w_{1})^2\) is non-dominant and has been neglected, but when \(\Delta w_{1}\) is large, this approximation is no longer justified. Evidently, when the velocities of the test particles much exceed those of the field particles, equation (5-16) may be inaccurate. For the other two diffusion coefficients the non-dominant terms are generally less important and may usually be ignored.

A number of interesting physical conclusions may be drawn directly from equations (5-15) through (5-17). When \(w\) vanishes, \((\Delta w_{1})^2\) must also vanish, and the distinction between displacements parallel and perpendicular to \(w\) must disappear. However, since there are two directions included in \((\Delta w_{1})^2\) and only one in \((\Delta w_{1})^2\), the former quantity is twice the latter, for vanishing \(w\). In the other limiting case, when \(w\) exceeds the random velocity of the field particles, \((\Delta w_{1})^2\) varies as \(A D/w\), while \((\Delta w_{1})^2\) is less by a factor \(1/(2/w^2)\). When a group of test particles is moving more rapidly than the field particles, the diffusion of the corresponding points in velocity space is mostly sideways, i.e., perpendicular to the original velocity.

"Table 5.2. Values of \(G(x)\) and \(\Phi(x) - G(x)\)
\[
\begin{array}{cccccccccc}
\hline
z & 0.0 & 0.1 & 0.2 & 0.3 & 0.4 & 0.5 & 0.6 & 0.7 & 0.8 & 0.9 \\
G(x) & 0.0 & 0.02 & 0.04 & 0.08 & 0.12 & 0.16 & 0.20 & 0.24 & 0.28 & 0.32 \\
\Phi(x) - G(x) & 0.0 & 0.02 & 0.04 & 0.08 & 0.12 & 0.16 & 0.20 & 0.24 & 0.28 & 0.32 \\
\hline
\end{array}
\]
\[
\begin{array}{cccccccccc}
\hline
z & 1.0 & 1.1 & 1.2 & 1.3 & 1.4 & 1.5 & 1.6 & 1.7 & 1.8 & 1.9 \\
G(x) & 2.14 & 2.11 & 2.05 & 1.96 & 1.86 & 1.75 & 1.63 & 1.52 & 1.40 & 1.29 \\
\Phi(x) - G(x) & 0.629 & 0.669 & 0.706 & 0.738 & 0.766 & 0.791 & 0.813 & 0.832 & 0.849 & 0.863 \\
\hline
\end{array}
\]
\[
\begin{array}{cccccccccc}
\hline
z & 2.0 & 2.5 & 3.0 & 3.5 & 4.0 & 5.0 & 6.0 & 7.0 & 8.0 & 10.0 \\
G(x) & 0.119 & 0.080 & 0.056 & 0.041 & 0.031 & 0.020 & 0.014 & 0.010 & 0.008 & 0.005 \\
\Phi(x) - G(x) & 0.876 & 0.920 & 0.944 & 0.959 & 0.969 & 0.985 & 0.990 & 0.992 & 0.995 \\
\hline
\end{array}
\]

However, when \(l^2w^2\) increases above \(In A\), the ratio of \(\langle(\Delta v_{1})^2\rangle\) to \(\langle(\Delta v_{1})^2\rangle\) no longer decreases so rapidly, as equation (5-16) is no longer a valid approximation.

As \(m\) increases, with \(m_1\), \(l_f\) and \(w\) all held constant, \(\langle(\Delta v_{1})^2\rangle\) becomes progressively greater compared to the other two coefficients, although the decrease of \(A_D\) makes all the coefficients small. As we shall see in the next section, for test particles of large mass, moving at appreciable velocities through particles of smaller mass, the slowing down produced by dynamical friction is much more important than the increase in velocity dispersion produced by the other two coefficients.

### 5.3 Relaxation Times

The "time of relaxation" is a term frequently used to denote the time in which collisions produce a large alteration in some original velocity distribution. In view of the complexity of the various situations possible, this concept is not a very clearly defined one. It is possible to introduce certain times, which are defined in terms of the diffusion coefficients and which measure the rate at which velocity distributions will alter in certain ways, as a result of encounters between charged particles.

The time between collisions, or the reciprocal of the collision frequency, may be regarded as the time in which deflections gradually deflect the test particles by 90°. More precisely, we may define a "deflection time" \(t_{D}\), by the equation

\[
\langle(\Delta v_{1})^2\rangle t_{D} = w^2
\]

If the diffusion coefficient \(\langle(\Delta v_{1})^2\rangle\) remained constant as the test particles gradually diffused over velocity space, then in a time \(t_{D}\) the cumulative root mean square value of \(\sin x\), where \(x\) is the deflection angle, would amount to unity, corresponding to a mean deflection of approximately 90°. Only in special cases—electrons moving through a field of nearly motionless heavy ions, for example—is this simple interpretation possible.
If we substitute from equation (5-17) for the diffusion coefficient, we obtain

\[ \tau_d = \frac{w^2}{A_D \{ \Phi(lw) - G(lw) \} = \frac{1}{8\pi n w \Phi (\Phi - G) \ln \Lambda} \quad (5-22) \]

where \( p_0 \) is defined in equation (5-4). When \( m_f \) is large and \( lw \) is, consequently, large, \( \Phi \) equals unity and \( G \) vanishes. The value of \( \tau_d \) given by equation (5-22) is less by a factor \( 1/(8\pi n A) \) than was found in equation (5-5) from a consideration of single encounters. A glance at Table 5.1 shows that this factor may amount to less than 0.01.

Table 5.3. Ratio of Relaxation Times

<table>
<thead>
<tr>
<th>( \frac{\tau_{lw}}{\tau_{lw}} )</th>
<th>0.0</th>
<th>0.2</th>
<th>0.4</th>
<th>0.6</th>
<th>0.8</th>
<th>1.0</th>
<th>1.2</th>
<th>1.4</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \frac{\tau_{lw}}{\tau_{lw}} )</td>
<td>2.90</td>
<td>1.99</td>
<td>1.88</td>
<td>1.74</td>
<td>1.56</td>
<td>1.36</td>
<td>1.16</td>
<td>0.97</td>
</tr>
<tr>
<td>( \frac{\tau_{lw}}{\tau_{lw}} )</td>
<td>1.6</td>
<td>1.8</td>
<td>2.0</td>
<td>2.5</td>
<td>3.0</td>
<td>3.5</td>
<td>4.0</td>
<td>5.0</td>
</tr>
<tr>
<td>( \frac{\tau_{lw}}{\tau_{lw}} )</td>
<td>0.80</td>
<td>0.66</td>
<td>0.54</td>
<td>0.35</td>
<td>0.24</td>
<td>0.17</td>
<td>0.13</td>
<td>0.082</td>
</tr>
</tbody>
</table>

An energy exchange time \( \tau_E \) may also be defined by the relation

\[ \langle (\Delta E)^2 \rangle_{\tau_E} = E^2 \quad (5-23) \]

The change of energy, \( \Delta E \), in a single encounter is given by

\[ \Delta E = \frac{m}{2} \{ 2w_0\Delta w_0 + (\Delta w_0)^2 \} \quad (5-24) \]

If only dominant terms are retained, \( \langle (\Delta E)^2 \rangle \) equals \( m^2 w^5 \langle (\Delta w_0)^2 \rangle \). Equation (5-23) then yields

\[ \tau_E = \frac{w^2}{4A_D G(lw)} \quad (5-25) \]

Values of the ratio \( \tau_d/\tau_E \), obtained on dividing equation (5-22) by equation (5-25), are given in Table 5.3. For the higher values of \( lw \) these ratios are not too reliable, as the non-dominant terms begin to affect \( \tau_E \). Chandrasekhar (5) has considered the contribution of non-dominant terms to \( \langle (\Delta E)^2 \rangle \), without, however, considering the additional term needed to give the true rate at which the dispersion of \( E \) increases. He finds that as \( lw \) becomes very large, \( G \ln \Lambda \) in equation (5-25) must be replaced by \( 0.5(1 + m_f/m)A \). It is physically clear that \( \tau_E \) should approach infinity as \( m_f/m \) approaches infinity, and the velocities of the field particles vanish. In this situation the test particles move in a fixed potential field, and their energy remains rigorously constant.

An important special case is provided by a group of particles interacting with themselves. If we consider particles whose velocity has the root mean square value for the group, then \( lw \) equals \((1.5)^{1/3} \), or 1.225, and \( \tau_d/\tau_E \) is 1.14. Thus \( \tau_d \) is about equal to \( \tau_E \) in this case and provides a measure both of the time required to reduce substantially any lack of isotropy in the velocity distribution and also of the time required for the distribution of kinetic energies to approach the Maxwellian distribution. We shall devote this particular value of \( \tau_d \), with \( lw \) equal to \((1.5)^{1/3} \), by the symbol \( \tau_d \), which we may call the "self-collision time" for a group of particles interacting with each other. From equation (5-22) we obtain, inserting numerical values,

\[ \tau_d = \frac{m^{1/2}(3kT)^{1/2}}{8 \times 0.714 \pi n e^2 Z^2 \ln \Lambda} = \frac{11.4 A^{1/2} Z^{3/2}}{8 \pi n e^2 Z^2 \ln \Lambda} \cdot \sec \quad (5-26) \]

where \( T \) is in degrees K. We have let \( m \) equal \( Am_0 \), where \( m_0 \) is the mass of unit atomic weight. For electrons \( A = 1/1836 \), and to obtain \( \tau_d \) the self-collision time for electrons, \( 11.4 A^{1/2} Z^{3/2} \) in equation (5-26) must be replaced by 0.266. Evidently \( \tau_d \) is less than the self-collision time for protons by 1/43, the inverse ratio of the velocities. Thus the mean free path for electrons colliding with electrons is exactly equal to the mean free path for protons colliding with protons, provided that electrons and protons have the same kinetic temperature.

The value of \( \tau_d \) given in equation (5-26) determines the value of \( \gamma \) to be used for computing \( T \) in an adiabatic com-
pression (see equation 1-33). If the compression is slow compared to \( t_s \), \( \gamma \) equals 5/3. For compression more rapid than \( t_s \), \( \gamma \) will equal 2 or 3, depending on whether the compression is perpendicular to the lines of magnetic force (two-dimensional compression) or parallel to \( B \) (one-dimensional compression).

It is of interest to note from equations (5-18), (5-22), and (5-23) that the times \( t_\beta \) and \( t_\sigma \) do not involve \( m_\beta \), except indirectly through \( t_s \), and depend on \( m \), the test-particle mass, directly as \( m^2 \). For the distant encounters which are considered here the particles move in nearly rectilinear paths, and the acceleration of the field particles during an encounter has a relatively small effect on the test particles.

The previous considerations relate to the increase of dispersion in the velocities and energies of the test particles. Under some conditions we are interested primarily in the rate at which the mean velocity of the test particles is decreased by encounters. For this purpose, we may introduce a "slowing-down" time \( t_s \), defined by the relation

\[
(\Delta u_\sigma)_t = -w
\]

Evidently the mean velocity of the test particles decreases at the rate \( w/\tau \). If \( m \), the test-particle mass, much exceeds \( m_\beta \), then the mean kinetic energy, \( W_\sigma \), of the test particles will decrease at the rate \(-2W/\tau_s \). For \( m \) much less than \( m_\beta \), however, \( \tau_s \) represents the effect of deflections rather than of energy losses.

From equation (5-15), we find

\[
t_s = \frac{w}{(1 + m/m_\beta)A_B/\Phi_C(\lambda w)}
\]  

Equation (5-28) has two important limiting cases. If \( w \) much exceeds the root mean square velocity of the field particles, then \( \lambda w \) is large, \( \Phi_C(\lambda w) \) equals \( 1/2w^2 \) and \( \tau_s \) varies as \( w^3 \). On the other hand, if \( w \) is much less than the random velocity of the field particles, \( \lambda w \) is small, and \( \tau_s \) approaches a constant value, given by

\[
t_s = \frac{3\pi^{1/2}}{2(1 + m/m_\beta)A_B/\Phi_C(\lambda w)}
\]

When equation (5-29) is applicable, the mean velocity of the test particles will approach zero exponentially, with a time constant \( t_s \). The decay rate of the kinetic energy, \( W \), may be completed by taking mean values in equation (5-24) and using equations (5-15) through (5-17). If \( m/m_\beta \) is large, the decay time for \( W \) equals \( t_s/2 \).

Detailed numerical calculations on the energy distribution of deuterons injected into a deuterium plasma have been carried out by Krancer (19). His results show that, in accordance with equation (5-28), the thermalization time exceeds \( t_s \) for the plasma deuterons by about a factor \((A_e/A_\lambda)^{1/2}\) if the speed, \( w \), of the injected ions exceeds the random velocity of the plasma ions by about \((A_e/A_\lambda)^{1/4}\), and electrons moving faster than the injected deuterons provide the retardation. If \( w \) exceeds the electron thermal velocity, the thermalization time is even greater, and varies as \( w^3 \).

Finally, we consider the rate at which equipartition of energy is established between two groups of particles. Let us suppose that the test particles and the field particles both have Maxwellian velocity distributions, but with different kinetic temperatures \( T \) and \( T_\beta \). If we use equation (5-24) to find \( \langle \Delta E \rangle \), and average this over a Maxwellian velocity distribution for the test particles we find the result obtained by Spitzer (34),

\[
\frac{dT}{dt} = \frac{T_\beta - T}{t_\beta} = \frac{T_\beta - T}{\lambda_\beta} (5-30)
\]

where \( \lambda_\beta \), the time of equipartition, is given by

\[
t_\beta = \frac{3m_\beta k^{3/2}}{8(2\pi)^{1/2}n_\beta Z_e^2 Z_e^2 \Phi_C(\lambda w)} \left( \frac{T + T_\beta}{m + m_\beta} \right)^{3/2} = 5.87 \frac{A_A}{n_\beta Z_e^2 Z_e^2 \Phi_C(\lambda w)} \left( \frac{T + T_\beta}{A_\lambda} \right)^{3/2} \sec
\]
Equation (5-31) indicates that if the mean square relative velocity of the particles, which is proportional to \((T/m) + (T/T_r)\), does not change appreciably, then \(t_\omega\) is constant. If also \(T_r\) is constant, departures from equipartition will decrease exponentially with the time constant \(t_\omega\). If \(nT + nT/T_r\) is constant, the time constant for the approach to equilibrium will be \(t_\omega \times (1 + n/n_r)^{-1}\).

We are now in a position to discuss what happens in a proton-electron gas, for example, when the velocity distribution is originally arbitrary. We assume that the mean kinetic energies of electrons and protons are of the same order of magnitude. Collisions of electrons with protons will deflect the electrons and lead to an isotropic velocity distribution, but will not change appreciably the distribution of electron kinetic energies; \(l_{D}/l_S\) is small for \(l_{D}\) large. Electron-electron collisions will gradually establish a Maxwellian velocity distribution for the electrons, while the proton-proton collisions will yield a corresponding velocity distribution for the protons, but at a kinetic temperature that may differ from the electron temperature. The electrons, because of their greater velocity, will come to a Maxwellian equilibrium more rapidly than will the protons. We have already seen that \(t_e\) for electrons is less than for protons by the square root of \(A_e/A_p\), the mass ratio of electron to protons, or by a factor of 1/43. Finally equipartition between electrons and protons is established by electron-proton collisions. These are relatively ineffective in exchanging energy; hence \(t_\omega\) contains a factor \(1/A_e^{1/2}\). If the small difference in numerical factors between equations (5-26) and (5-31), is neglected, \(t_\omega\) is 43 times the collision time, \(t_\omega\), for protons, and 1836 times the corresponding collision time for electrons.

5.4 Electrical Resistivity

The electrical resistivity, \(\eta\), has been defined in equation (2-13) by the ratio of \(P_{ei}\), the rate at which electrons in a unit volume gain momentum by impact with positive ions, to \(j\), the current density. With this definition, \(\eta\) is directly related to the heating effect produced by the flow of current through a resistive medium. The power dissipated into heat per unit volume equals the force on the electrons, resulting from ion impact, times the mean drift velocity of electrons relative to the ions. The first of these two quantities is simply \(P_{ei}\), while the latter is \(j\). Use of the definition of \(\eta\) given in equation (2-13) gives directly that the rate of ohmic, or Joule, heating is \(\eta j^2\). Thus the coefficient \(\eta\) used in the preceding chapters has always a simple physical meaning in terms of the dissipation of energy by an electric current.

The more conventional procedure is to define \(\eta\) as the ratio of \(E\) to \(j\). In view of the complicated interrelationship between \(E\) and \(j\) when a magnetic field is present, the usual definition seems unsuitable. Nevertheless, we have seen that in many situations, Ohm’s law is obeyed, with \(\eta\) defined in terms of \(P_{ei}\). In such situations, it is immaterial whether \(\eta\) is computed from \(P_{ei}/j\) or from \(E/j\), since the results will be the same. In particular, when no magnetic field is present the two definitions are precisely identical. As we shall see below, however, the exact computation of \(\eta\) transverse to a magnetic field is carried through much more directly from equation (2-13) than from Ohm’s law.

To compute \(\eta\) in order of magnitude we may use the most elementary form of the kinetic theory in which each collision is assumed to produce a large deflection. The momentum gained by an electron in each collision is then \(m_e(v_r - v_e)\), on the average, where \(v_r\) and \(v_e\) are the macroscopic velocities of electrons and positive ions. The number of such collisions per cubic centimeter may be set equal to \(n_e\), where \(n\) is the collision frequency for each electron. The current density is \(n_e\pi(v_r - v_e)/c\). Combining these quantities in equation (2-13), we obtain

\[
\eta = \frac{m_e v_r^2}{n_e c^2}
\]  

(5-32)

This familiar elementary equation for \(\eta\) is only approxi-
mate. In a fully ionized gas there is some uncertainty as to the appropriate value of $v$ to use in equation (5-32). The collision frequency should equal $1/t_D$; according to equation (5-22), $t_D$ varies about as $w'$, for $l/w$ large, and thus varies enormously over the range of electron velocities present.

To compute the current with any precision in this situation, one must use the Boltzmann equation for $f$, the density of electrons in phase space. This equation is discussed briefly in the Appendix. When a steady current flows in a homogeneous medium, $\delta f/\delta t$ and $\delta f/\delta x_1$ vanish, and the basic equation (6-1) becomes

$$-\frac{\delta f(w)}{\delta w} \frac{eE \cos \theta}{m_e c} = \left( \frac{\delta f(w)}{\delta t} \right)_{\text{coll}}$$

(5-33)

where $\theta$ is the angle between $w$ and the electric field $E$. The quantity $(\delta f(w)/\delta t)_{\text{coll}}$ has been evaluated generally by Rosenbluth, MacDonald, and Judd (29). The solution of the resultant equation is a matter of some complexity.

A relatively simple situation is provided by the so-called Lorentz gas, a hypothetical fully ionized gas in which the electrons do not interact with each other, and all the positive ions are at rest. In such a gas the diffusion coefficients are very simple, and $f$ may be obtained accurately if the electric field $E$ is sufficiently small. The electrical resistivity of such an ideal Lorentz gas, which we denote by $\eta_L$, is

$$\eta_L = \frac{\pi^2 m_e^{1/2} Z e^2 \ln \Lambda}{2(2kT)^{3/2}}$$

(5-34)

where $Z$ is the ionic charge. Inserting numerical values, we find

$$\eta_L = 3.80 \times 10^2 \frac{Z \ln \Lambda}{T^{3/2}} \text{ e.m.u.}$$

$$= 3.80 \times 10^2 \frac{Z \ln \Lambda}{T^{3/2}} \text{ ohm-cm}$$

(5-35)

To obtain an accurate expression for $\eta$ in an ionized gas, electron-electron encounters must be taken into account. Several investigations along this line have been carried out. The general theory of Chapman and Cowling (8) has been applied to the problem by Cowling (10) and, in fuller detail, by Landshoff (20). The corresponding analysis in terms of diffusion coefficients has been worked out for this case by Cohen, Spitzer, and Routly (9), and final values for $\eta$ obtained by Spitzer and Härm (36). These various analyses are in full agreement, and their results may be expressed in the form

$$\eta = \frac{\eta_L}{\gamma Z}$$

(5-36)

where values of $\gamma Z$, which depends on the ionic charge $Z$, are given in Table 5.4. Thus in the important case $Z$ equal to 1,

<table>
<thead>
<tr>
<th>Ionic Charge $Z$</th>
<th>$\gamma Z$</th>
<th>$\eta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.502</td>
<td>0.532</td>
</tr>
<tr>
<td>2</td>
<td>0.683</td>
<td>0.683</td>
</tr>
<tr>
<td>4</td>
<td>0.785</td>
<td>0.785</td>
</tr>
<tr>
<td>16</td>
<td>0.923</td>
<td>0.923</td>
</tr>
<tr>
<td>$\infty$</td>
<td>1.000</td>
<td>1.000</td>
</tr>
</tbody>
</table>

we have

$$\eta = 6.53 \times 10^4 \frac{\ln \Lambda}{T^{3/2}} \text{ e.m.u.}$$

(5-37)

Observational confirmation of this result has been obtained by Lin, Resler, and Kantrowitz (21) and by Maecker, Peters, and Schenk (23). The agreement obtained with equation (5-37) must be regarded as somewhat fortuitous, however, in view of the small values of $\ln \Lambda$, between 3 and 6, in these particular experiments.

The results obtained above are based on the assumption that $E$ is sufficiently small so that the potential energy gained across one mean free path is negligible compared to $kT$. Since the mean free path increases about as $w^4$, it is clear that for sufficiently great velocities this basic assumption must break.
down; the energy gained in a mean free path will become greater and greater as \( w \) increases. When this computed energy gain per mean free path is comparable with the kinetic energy, there is an appreciable probability that the particle will accelerate indefinitely along the electric field (if we assume an infinite plasma and a constant \( E \)). The probability of a velocity change, as a result of encounters with other charged particles, decreases so rapidly with increasing \( E \) that once such a particle exceeds a certain critical velocity the influence of any further collisions is small. Such a continuously accelerating particle is called a “runaway.”

The velocity above which electrons tend to run away can be computed from the condition that \(-\langle \Delta w \rangle\) be less than the acceleration \( eE/m_e \). We consider an electron whose velocity, \( w \), is parallel to \( E \); we assume that \( w \) is much larger than the root mean square particle velocities of ions or electrons, so that \( l_{CG}(lw) \) in equation (5-15) can be replaced by \( 1/(2u^2) \). Under these conditions we obtain the following condition for electron runaway,

\[
\frac{m_e w^2}{2kT} > \frac{1}{\Gamma} \left( 1 + \frac{2}{Z} \right)
\]

(5-38)

where we have taken into account dynamical friction both with other electrons and with ions of charge \( Ze/e \); the dimensionless parameter \( \Gamma \) is given by

\[
\Gamma = \frac{kTE}{2\pi Ze^2 n_e \ln \Lambda} = 6.61 \times 10^3 \frac{TE \text{ (volts/cm)}}{Zn_e \ln \Lambda}
\]

(5-39)

The quantity \( \Gamma \) equals approximately the ratio of the mean electron drift velocity to the random thermal velocity, \((3kT/m_e)^{1/2}\); for a homogeneous Lorentz gas equations (2-9), (2-24), and (5-34) may be combined to show that this ratio equals \( \Gamma \) times \( 8(2/3\pi)^{1/2} \), or 3.69. Evidently \( \Gamma \) must be much less than unity if equation (5-37) for \( \eta \) is to be valid.

The rate at which electrons diffuse up to high velocities and run completely away has been computed approximately by Dreicer (12) for the case \( Z = 1 \). His numerical results, obtained for \( \Gamma \) in the range from 0.3 to 0.03, may be represented accurately by the equation

\[
P_r = \frac{24eE e^{-\eta(lw)^{1/2}}}{\Gamma c(2mkT)^{1/2}} = \frac{30.9}{l_{ac}} \times e^{-\eta(lw)^{1/2}}
\]

(5-40)

where \( P_r dl \) is the fraction of electrons that run away during a time interval \( dt \), and \( l_{ac} \) is the self-collision time for electrons, given in equation (5-26).

When \( \Gamma \) is very small electron runaway is unimportant and the linearized theory leading to the numerical values in Table 5.4 is valid. The distribution of current over electrons of different velocity under these conditions is of interest. Figure 5.3 shows different curves for \( j_w \); \( j_w dw \) is the contribution to the electric current by electrons of total velocity between \( w \) and \( w + dw \). Essentially \( j_w \) is proportional to \( w \) times the excess number of electrons going one way, at the velocity \( w \), over the corresponding number going the other way. All the different curves are normalized to the same area. For comparison, the dashed line shows the number of electrons per unit velocity interval according to the Maxwell-Boltzmann formula \( w^2 f^{(0)}(w) \), where \( f^{(0)}(w) \) is given in equation (5-8). Curve \( (c) \) is drawn for a Lorentz gas, in which \( j_w \) is proportional to \( w^2 f^{(0)}(w) \). This curve is valid for a gas in which the positive ions have a very high nuclear charge, since in such a gas the electron-electron collisions are negligible. Curve \( (b) \) gives \( j_w \) for an electron-proton gas, based on results by Spitzer and Härm (36).

In the presence of a magnetic field transverse to an electric field these results are no longer valid, since the distribution of current over electrons of different velocities is altered. Let us consider a strong magnetic field, such that the radius of gyration \( a \) is much less than the mean free path between collisions; i.e., \( \omega_a \) much exceeds the collision frequency \( v \). Then the single-particle analysis in Chapter 1 is valid, and if the temperature is constant the current at a point \( P \) arises because
there are more guiding centers on one side of $P$ than on the other. Hence the contribution to $j$ by electrons of velocity $w$ will depend on the difference between the density of guiding centers on the two sides of $P$. The distance of these guiding centers from $P$ is $a$, the radius of gyration, and since $a$ varies linearly with $w$ and the density varies linearly with distance, to a first approximation, the surplus of electrons going in one direction over electrons going the other way will be proportional to $w$. Since the electric current is itself proportional to the excess number of electrons, multiplied by their velocity, it follows that $j_w$ will vary as $w^2$ times the number of particles per unit interval of total velocity, or as $w^2 f^o(w)$. This variation of $j_w$ with $w$ is shown by curve (a) in Figure 5.3.

For a given current the transfer of momentum from electrons to positive ions, which is the basis for the definition of $\eta$ in Section 2.2, will clearly depend on how the current is distributed over electrons of different velocity. If, for example, the current were entirely concentrated in electrons of very high velocity, the transfer of momentum would be very small, as the cross section for interaction decreases rapidly with increasing velocity. For a given variation of $j_w$ with $w$, $\eta$ may be computed directly without reference to $E$. The computations, given by Spitzer (35), lead to the result that for a current transverse to a strong magnetic field the resistivity found for a Lorentz gas must be divided by a factor $\gamma_{EB}$ where

$$\gamma_{EB} = \frac{3\pi}{32} = 0.295$$  \hspace{1cm} (5-41)

If we combine equations (5-35) and (5-41), we find for $\eta$, the resistivity transverse to a strong magnetic field,

$$\eta = 1.29 \times 10^3 \frac{Z \ln \Lambda}{T^\alpha} \quad \text{c.m.u.}$$

$$= 1.29 \times 10^4 \frac{Z \ln \Lambda}{T^\alpha} \quad \text{ohm-cm}$$  \hspace{1cm} (5-42)

In the presence of transverse thermal gradients the effective resistivity is altered by the thermoelectric terms discussed below —see equation (5-49).

### 5.5 Thermal Conductivity and Viscosity

The same methods used for the evaluation of the electrical conductivity may also be applied to other transport coefficients. We consider here the thermal conductivity and also the viscosity.

In the presence of a temperature gradient, $\nabla T$, not only will a flow of heat, $Q$, appear, but an electric current $j$ will also flow. The temperature gradient warps the velocity distribution and a net flow of electrons appears. Similarly, an electric field produces a flow of heat. In the absence of a magnetic field we may write, for a steady state
where 

\[ \beta = \alpha T + \frac{5kT}{2c\eta} \]  

(5-45)

The thermoelectric effects represented in equations (5-43) and (5-44) act to reduce the effective coefficient of thermal conductivity. In a steady state no current can flow in the direction of the temperature gradient, as a current divergence would result, and electric fields would rise rapidly without limit. What happens is that a secondary electric field is produced such that the current produced by the temperature gradient is cancelled. This secondary electric field, in turn, acts to reduce the flow of heat. The effective coefficient of conductivity is reduced to \( \epsilon \kappa \), where

\[ \epsilon = 1 - \frac{\beta c\eta}{\kappa} \]  

(5-46)

For a Lorentz gas the value of \( \kappa \) is

\[ \kappa_L = 20 \left( \frac{2}{\pi} \right)^{3/2} \frac{(kT)^{3/2} n_k}{m^3 n e Z \ln \Lambda} \]

\[ = 4.67 \times 10^{-13} \, \frac{T^{3/2}}{Z \ln \Lambda} \, \text{sec deg cm} \]  

(5-47)

while \( \epsilon = 0.40 \). For an actual gas \( \kappa \) becomes

\[ \kappa = \delta_T \kappa_L \]  

(5-48)

Values of \( \delta_T \) and \( \epsilon \) are given in Table 5.5 for different values of \( Z \), taken again from Spitzer and H"arm (36), who give detailed results for \( \alpha \) and \( \beta \) also. With these results it is readily verified that equation (5-45) is satisfied to about one part in a thousand, a useful check on the numerical accuracy of the work.

A strong magnetic field will reduce the transverse heat flow, \( Q_L \). If we assume a quasi-steady state, we obtain in the limit of weak collisions (collision frequency \( \nu \) much less than \( \omega_c \)) the following coupled equations:

\[ J_x = \frac{1}{\eta_L} E' + \lambda B \times \nu T \]  

(5-49)

\[ Q_L = -\lambda TB \times E' - 3\kappa \nu T \]  

(5-50)

\[ E' = E + \nu \times B - \frac{e}{\epsilon n_e} \nabla \rho_i \]  

(5-51)

and it is assumed that both \( \nabla T \) and \( E' \) have no component parallel to \( B \). Electrons and ions are assumed to have local Maxwellian velocity distributions. The coefficient \( \eta_L \) is given in equation (5-42), while the other two coefficients are given by

\[ \lambda = \frac{3kn_e}{2B^2} \]  

(5-52)

\[ \kappa_L = \frac{8(\pi m_e)^{1/2} n_e Z^2 e^2 \ln \Lambda}{3B^2 T^{1/2}} \]

\[ = 3.54 \times 10^{-13} \, \frac{A_{1/1} Z n_e^2 \ln \Lambda}{T^{1/2} B^2} \, \text{sec deg cm} \]  

(5-53)

These equations, with \( Z \) equal to unity, have been derived by Rosenbluth and Kaufman (30). The transverse thermal conductivity is entirely due to positive ions, in this approximation, because of their large mass and large radius of gyration. It is readily seen that the ratio of \( \kappa_L \) to \( \kappa_L \) varies as \( 1/(\omega_c \delta_T)^2 \), where

<table>
<thead>
<tr>
<th>( Z )</th>
<th>1</th>
<th>2</th>
<th>4</th>
<th>16</th>
<th>( \infty )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \delta_T )</td>
<td>0.225</td>
<td>0.356</td>
<td>0.513</td>
<td>0.791</td>
<td>1.000</td>
</tr>
<tr>
<td>( \epsilon )</td>
<td>0.419</td>
<td>0.410</td>
<td>0.401</td>
<td>0.396</td>
<td>0.400</td>
</tr>
</tbody>
</table>
\( t_{ci} \) is the self-collision time for positive ions. Equation (5-53) is valid only if \( \omega_{dc} t_{ci} \) is large; when \( \omega_{dc} t_{ci} \) is comparable with unity this equation is not applicable, and \( Z \) may be obtained from the general discussion by Braginskii (4).

The viscosity of a fully ionized gas has been analyzed by Braginskii (4). In the absence of a magnetic field the coefficient of viscosity is given by

\[
\mu = \frac{0.406 m_{i} A_{i}^{1/2} (kT)^{1/2}}{Z_{i}^{1/4} \ln \Lambda} = 2.21 \times 10^{-14} \frac{T^{5/2} A_{i}^{1/2}}{Z_{i}^{1/4} \ln \Lambda} \text{ gm cm sec} \tag{5-54}
\]

where \( A_{i} \) is again the atomic weight of the positive ions. The viscosity is due primarily to positive ions; viscous stresses due to electrons are generally negligible.

When a magnetic field is present, the value of \( \mu \) will depend both on the direction of the velocity and the direction along which the gradient of velocity is considered. To compute the stress parallel to \( B \) resulting from gradients of \( \nu_{n} \) in a direction along \( B \), equation (5-54) may be used directly. When the velocity \( v \) is perpendicular to the magnetic field, the stress resulting from a gradient in a direction perpendicular both to \( B \) and \( v \) may be expressed in terms of the coefficient \( \mu_{\perp} \). As noted in Chapter 2, the viscosity transverse to a strong magnetic field is very strong. Results for the various stresses in the general case, including values of \( \omega_{dc} t_{ci} \) comparable with unity, have been given by Braginskii (4).

5.6 Radiation

While the discussion in the preceding sections is essentially classical, the microscopic interaction of photons with the individual charged particles of an ionized gas must in many situations be treated by quantum mechanics. The theory of radiation is beyond the scope of this tract and is adequately covered by Heitler (16), Bethe and Salpeter (3), and others. Because of the importance of these radiative processes we give here a brief summary of the results obtained for the restricted case of a fully ionized gas.

We treat three processes by which a photon can interact with a free electron. First, a photon can be scattered by the electron. Second, a photon can be emitted or absorbed by an electron in the presence of a heavy positive ion. Third, an electron in a magnetic field may absorb or emit a photon whose frequency is nearly equal to \( \omega_{ei} \) or to a multiple of \( \omega_{ei} \).

a. Photon Scattering by Free Electrons. The total cross section of an electron for scattering a photon is given by

\[
\sigma_{\perp} = \frac{8\pi}{3} \left( \frac{\epsilon}{m_{e} c^{2}} \right)^{2} = 6.65 \times 10^{-29} \text{ cm}^{2} \tag{5-56}
\]

Equation (5-56) neglects relativistic effects. When the photon energy becomes comparable with the electron rest-mass, the Klein-Nishina formula (16) must be used.

The scattered radiation tends to be polarized. In addition, the photon frequency may be altered in the process. If the electron is at rest initially, then the decrease of wavelength \( \Delta \lambda \) is given by \( \lambda_{0}(1 - \cos \chi) \), where \( \chi \) is the angular deflection of the photon and \( \lambda_{0} \) is the familiar Compton wavelength.
If the electron is moving rapidly, \( \Delta \lambda \) may have a large positive or negative value as a result of the Doppler effect.

b. Photon Emission in Electron-Ion Collisions. When an electron emits a light quantum, with the heavy ion absorbing the momentum, the electron must decrease its energy. If the electron remains free, such transitions are called free-free transitions, and the radiation emitted is called bremsstrahlung. For electrons all of the same kinetic energy, less than the ionization energy for the ion in question, the spectrum of emitted energy per unit frequency is reasonably flat (3) from the maximum frequency \( \frac{m_e \omega_f}{2h} \) down to about a tenth of this frequency.

If the electrons have a Maxwellian distribution of velocities, with a kinetic temperature \( T \), the emitted intensity per unit frequency varies about as \( \exp(-hv/kT) \).

Corresponding to the emission of radiation, absorption of a photon in a free-free transition is also possible. The absorption coefficient \( \kappa_n \) in \( \text{cm}^2/\text{cm}^3 \), is approximately

\[
\kappa_n = \frac{4}{3} \left( \frac{2\pi}{3kT} \right)^{1/2} \frac{n_n Z_n e^6}{\hbar c m_e^3 \nu} g_{ff} \]

\[
= 3.69 \times 10^8 \frac{Z^2 n_n^2}{T^{1/2} \nu} g_{ff} \text{ cm}^{-1} \tag{5-58}
\]

where we have again replaced \( n \) by \( Z_n \). Induced emissions reduce the effective absorption coefficient; to take these into account, the value found from equation (5-58) must be multiplied by \( 1 - \exp(-hv/kT) \).

The quantity \( g_{ff} \) appearing in equation (5-58) is a correction factor required for precise results. Its value is generally about one. For radio waves, however, with \( \nu \) much less than \( kT/\hbar \) but much greater than the plasma frequency, \( \omega_p/2\pi \), we have the result by Elwert (13) and Scheuer (31)

\[
g_{ff} = \frac{3^{1/2} V}{\pi c} \left\{ \ln \left( \frac{2kT}{\pi Z e^2 m_e^{1/2}} \right) - \frac{5\gamma}{2} \right\} \tag{5-59}
\]

where \( V \) is the wave velocity and \( \gamma \) is Euler's constant, equal to 0.5772. For frequencies comparable with \( \omega_p/2\pi \) approximate formulae for \( g_{ff} \) have been given by Oster (36).

The total amount of energy radiated in free-free transitions, per \( \text{cm}^2/\text{per sec} \), will be denoted by \( \varepsilon_{ff} \). For a Maxwellian distribution of velocities \( \varepsilon_{ff} \) is given by

\[
\varepsilon_{ff} = \left( \frac{2\pi kT}{3m_e} \right)^{1/2} \frac{2\pi e^6}{3\hbar m_e^3} Z_n^2 n_n^2 g_{ff} \]

\[
= 1.42 \times 10^{-27} Z^2 n_n^2 T^{1/2} g_{ff} \frac{\text{ergs}}{\text{cm}^2/\text{sec}} \tag{5-60}
\]

If \( g_{ff} \) and \( g_{ff} \) are set equal to unity, equations (5-58) and (5-60) give Kramer's semiclassical result. The Born approximation for \( \varepsilon_{ff} \) is obtained if we set

\[
g_{ff} = \frac{2(3)^{1/2}}{\pi} = 1.103 \tag{5-61}
\]

Exact values of \( g_{ff} \) over a wide range in \( n \) and \( T \) are given by Greene (15).

It is also possible for the electrons to become captured with the emission of radiation. Especially at the higher temperatures this recombination radiation is negligible compared to the bremsstrahlung, but it is important in determining the rate at which positive ions recapture electrons. An electron may be captured into any level of total quantum number \( n \). For a hydrogenic nucleus, the energy \( hv \) of the photon emitted will be \( \frac{1}{2} m_e \omega_f + hv/n^2 \), where \( -hv \) is the energy of the ground state. The cross section for capture in level \( n \), which we denote by \( \sigma_{cn} \), equals

\[
\sigma_{cn} = A_r \frac{\nu e}{\omega_p} \frac{hv}{n^2} g_{ff} \tag{5-62}
\]

where the "recapture constant," \( A_r \), is given by

\[
A_r = \frac{24}{3^{1/2}} \frac{\hbar e^2}{m_e^2 \nu} = 2.11 \times 10^{-22} \text{ cm}^2 \tag{5-63}
\]
For captures in the ground state \( (n = 1) \) the correction factor \( g_{in} \) becomes
\[
g_{in} = 8\pi^{3/2} \frac{3v_{0}}{v} \frac{exp \left\{ -4 \left( \frac{v}{v_{0}} \right)^{1/3} \tan^{-1} \left( \frac{v - v_{0}}{v_{0}} \right)^{1/3} \right\}}{1 - exp \left\{ -2\pi \left( \frac{v}{v_{0}} \right)^{1/3} \right\}} \tag{5-64}
\]
From equation (5-64) it may be seen that \( g_{in} \) equals 0.797 for an electron of small velocity \( (v \approx v_{0}) \), and decreases as \( (v_{0}/v)^{1/3} \) for \( v \) much greater than \( v_{0} \).

The rate of electron disappearance by radiative recombination is given by the equation
\[
dn_{e}/dt = -\alpha n_{e} n_{i} \tag{5-65}
\]
where
\[
\alpha = \sum_{n} \bar{\sigma}_{n} \beta \phi(\beta) \tag{5-66}
\]
the average being taken over all electron velocities, with the sum extending over all the bound states into which an electron can be captured. If we assume a Maxwellian distribution of velocities and set \( g_{in} \) equal to one in equation (5-62), equation (5-66) gives
\[
\alpha = 2A\beta \left( \frac{2kT}{\pi m_{e}} \right)^{1/2} \beta \phi(\beta) = 2.07 \times 10^{-11} Z^{2} T^{-1/2} \beta \phi(\beta) \tag{5-67}
\]
where
\[
\beta = \frac{hv_{e}}{kT} = \frac{157,000 v_{e}}{T} \tag{5-68}
\]
and
\[
\phi(\beta) = \sum_{n=1}^{\infty} \frac{\beta}{n^{3}} e^{\beta/n^{2}} \left\{ -E_{i} \left( -\frac{\beta}{n^{2}} \right) \right\} \tag{5-69}
\]
The quantity \( -E_{i}(-x) \) is the familiar exponential integral. Values of \( \phi(\beta) \) are given in Table 5.6.

The measured values of \( \alpha \) in laboratory plasmas are usually many orders of magnitude greater than the values given above. As shown theoretically by Bates (1), this apparent discrepancy may be attributed to a different type of recombination process.

| \( \beta \) | 0.01 | 0.02 | 0.05 | 0.1 | 0.2 | 0.5 |
| \( T/Z^{2} \) | \( 1.6 \times 10^{7} \) | \( 7.9 \times 10^{4} \) | \( 3.2 \times 10^{4} \) | \( 1.6 \times 10^{4} \) | \( 7.9 \times 10^{4} \) | \( 3.2 \times 10^{4} \) |
| \( \phi(\beta) \) | 0.053 | 0.090 | 0.18 | 0.28 | 0.43 | 0.70 |

The quantities \( \phi(\beta) \) are given in Table 5.6. Values of \( \phi(\beta) \) are given in Table 5.6.

In which a molecular ion captures an electron and dissociates into two neutral atoms. In addition, at relatively high electron densities and low temperatures three-body collisions between an ion and two electrons are responsible for a large increase in the recombination rate, according to D'Angelo (11) and Bates and Kingston (2). Hinnov and Hirschberg (17) have shown that the recombination observed in dense hydrogen and helium plasmas agrees with the rate computed for this process.

According to equation (5-63) the cross section for radiative capture of an electron by a proton is very small relative to the geometrical cross section of the \( \text{H} \) atom, amounting to only \( 2.1 \times 10^{-21} \text{ cm}^{2} \) for the capture of a 1-volt electron in the ground level. In marked contrast, the cross section for ionization of a neutral atom by an energetic electron is much greater, about \( 10^{-16} \text{ cm}^{2} \) for an electron of 100 volts energy impinging on an \( \text{H} \) atom. Detailed theoretical values for collisional cross sections are given in the thorough survey by Massey and Burhop (25), who also give detailed data on the multifarious processes which involve excitation, ionization, neutralization, combination, and dissociation of atoms and molecules, and which are evidently outside the scope of the present work.
c. Synchrotron Radiation. When a single charged particle gyrates in a magnetic field, radiation is emitted in all harmonics of the gyration frequency. Since this radiation has been observed from synchrotrons, it is commonly referred to as synchrotron radiation. The early analysis by Schwinger (32) has been extended by Trubnikov (37) to include motions parallel to \( B \). If \( \beta_1 \) and \( \beta_\| \) denote \( w_1/c \) and \( w_\|/c \), respectively, then \( \varepsilon_n(\theta) \), the emissivity per unit solid angle at an angle \( \theta \) to \( B \), in the harmonic of order \( n \), is given by

\[
\varepsilon_n(\theta) = \frac{e^2 \omega^2(1 - \beta^2)\gamma^2}{2\pi c(1 - \beta_\| \cos \theta)} \times \left[ \left( \frac{\cos \theta - \beta_\|}{\beta_\| \sin \theta} \right)^2 J_n^2 (\gamma \sin \theta) + J_n^\prime (\gamma \sin \theta) \right]
\]  

(5-70)

The quantity \( \omega \) is the angular cyclotron frequency at the rest mass, \( J_n \) is the usual Bessel function of order \( n \), \( \beta^2 \) equals the sum of \( \beta_1^2 \) and \( \beta_\|^2 \), and

\[
y = \frac{n\beta_\|}{1 - \beta_\| \cos \theta}
\]  

(5-71)

The angular frequency, \( \omega \), of the radiation emitted in this direction is given by

\[
\omega = \omega_y(1 - \beta^2)^{1/2}/\beta_1
\]  

(5-72)

As shown by Schwinger, the total energy radiated in all directions, summed over all \( n \), is given by

\[
\varepsilon = \frac{2e^2}{3c^2(1 - \beta^2)} \left( \frac{d\varepsilon}{dt} \right)^2 = 1.59 \times 10^{-18} \frac{B^2\beta_1^4}{1 - \beta^2} \text{ ergs/ sec}
\]  

(5-73)

For highly relativistic velocities the radiation is most intense in the harmonic with \( n \) about equal to \( \beta_1(1 - \beta^2)^{-1/2} \), falling off sharply at greater \( n \). Intensities of the emitted radiation in this case, for the two degrees of polarization, have been given by Westfold (33). In a plasma at moderate temperatures reabsorption must be taken into account; if the velocity distri-

bution is Maxwellian, the emitted intensity cannot exceed that from a black body at the kinetic temperature.
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APPENDIX

The Boltzmann Equation

For precise results in the kinetic theory of gases, the Boltzmann equation must generally be employed. This relationship involves the quantity \( f \), the density of particles in phase space, as a function of position \( r \) and velocity \( w \).

More precisely, \( f(r, w, t) \) is the number of particles which lie within the spatial volume \( dx dy dz \), centered at \( r \), and whose velocities lie within the intervals \( dw_y \) and \( dw_z \). We define \( \frac{\partial f}{\partial t} \) as the rate of change of \( f \) along the free trajectory of a particle, encounters between particles being ignored in the computation of this trajectory. The Boltzmann equation states that \( \frac{\partial f}{\partial t} \) is entirely the result of encounters among the particles. For a group of identical particles this partial differential equation, discussed in detail by Chapman and Cowling (3), may be written in the form

\[
\frac{\partial f}{\partial t} + \sum_i w_i \frac{\partial f}{\partial x_i} + \sum_i \frac{F_i}{m} \frac{\partial f}{\partial w_i} = \left( \frac{\partial f}{\partial t} \right)_{\text{coll}} \tag{6-1}
\]

where \( i \) takes the values 1, 2, and 3, with \( x_1, x_2, \) and \( x_3 \) representing the \( x, y, \) and \( z \) axes; \( w_i \) and \( F_i \) represent the \( i \)th components of the particle velocity and the external force, respectively, while \( m \) is the particle mass. The term \( \left( \frac{\partial f}{\partial t} \right)_{\text{coll}} \) represents the change in \( f \) due to collisions between particles at a fixed point in space and time. Equation (6-1) is generally valid for conservative systems; \( F \) may include a magnetic component \( q w \times B \). In the absence of collisions this equation reduces to Liouville’s theorem, which states that for a conservative system \( f \) is constant along a dynamical trajectory.
The solution of equation (6-1) is rather complicated even in relatively simple cases. Here we shall show how this equation may be used to derive the basic macroscopic equations presented in Chapter 2. The macroscopic particle density, \(n(r, t)\), and the velocity, \(v(r, t)\), may evidently be expressed in terms of \(f\); we have

\[
n(r, t) = \iiint f(r, w, t) dw, dw, dw, \quad (6-2)
\]

\[
v(r, t) = \frac{1}{n(r, t)} \iiint w f(r, w, t) dw, dw, dw, \quad (6-3)
\]

In general, the mean value \(\overline{Q}(r, t)\) for any quantity \(Q(w)\) is given by

\[
\overline{Q}(r, t) = \frac{1}{n(r, t)} \iiint Q(w) f(r, w, t) dw, dw, dw, \quad (6-4)
\]

To obtain relations between macroscopic quantities we may integrate equation (6-1) over velocity space. We multiply this equation by \(Q(w) dw, dw, dw\), where \(Q\) is some arbitrary function of \(w\), and integrate over all \(w\). In general we have

\[
\iiint Q(w) \frac{\partial f}{\partial t} dw, dw, dw, = \frac{\partial}{\partial t} \iiint Q(w) f dw, dw, dw, = \frac{\partial}{\partial t} \overline{n Q} \quad (6-5)
\]

Also

\[
\iiint Q(w) w_i \frac{\partial f}{\partial x_i} dw, dw, dw, = \frac{\partial}{\partial x_i} \iiint Q(w) w_i f dw, dw, dw, = \frac{\partial}{\partial x_i} \overline{n w_i Q} \quad (6-6)
\]

With an integration by parts over \(dw_i\), we obtain

\[
\iiint Q(w) F_i(r, w) \frac{\partial f}{\partial w_i} dw, dw, dw, = \iiint \frac{\partial}{\partial w_i} \{F_i(r, w) Q\} dw, dw, dw, \quad (6-7)
\]

\[
= - \iiint \frac{\partial}{\partial w_i} \{F_i(r, w) Q\} dw, dw, dw, = - n \frac{\partial}{\partial w_i} \{F_i Q\}
\]

since \(f(w)\) is equal to zero for \(w\) equal to \(\pm \infty\).

To obtain the equation of continuity we let \(Q\) equal 1. We may assume that \(\partial F_i/\partial w_i\) equals zero; this relationship holds for magnetic forces, the only forces we shall consider which depend on the velocity. Moreover the integral of \((\partial f/\partial t)_{\text{coll}}\) over velocity space obviously vanishes, since collisions cannot change the total number of particles per cubic centimeter. Equations (6-5) and (6-6) then yield

\[
\frac{\partial n}{\partial t} + \nabla \cdot (n v) = 0 \quad (6-8)
\]

The equation of momentum transfer, which in Chapter 2 has been called the equation of motion, is obtained by letting \(Q\) equal \(mw\). We obtain

\[
\frac{\partial}{\partial t} (nm v) + \nabla \cdot (nmw v) = nF \quad (6-9)
\]

\[
= \iiint mw \left( \frac{\partial f}{\partial t} \right)_{\text{coll}} dw, dw, dw, \quad (6-10)
\]

This equation may be modified in several ways. The first term may be written in the form

\[
\frac{\partial}{\partial t} (nm v) = nm \frac{\partial v}{\partial t} + \nabla \cdot (nm) \quad (6-11)
\]
The quantity \( w w \) in the second term may be simplified if we let

\[
    w = v + u
\]

(6-11)

where \( v \) is the mean velocity, \( \bar{w} \), and \( u \) is the random velocity. Then we find

\[
    \nabla \cdot (nm \bar{w} w) = \nabla \cdot (nm vv) + \nabla \cdot (nm uu)
\]

(6-12)

since \( \bar{u} \) vanishes. Comparison of equation (2-6) with equation (6-4) indicates that

\[
    nm uu = \Psi
\]

(6-13)

where \( \Psi \) is again the stress tensor. Expanding \( \nabla \cdot (nm vv) \), we find that the second term in equation (6-9) becomes

\[
    \nabla \cdot (nm \bar{w} w) = nm v \cdot \nabla v + v \nabla \cdot (nm v) + \nabla \cdot \Psi
\]

(6-14)

In the third term we may let

\[
    F = qE + q w \times B - m \nabla \phi
\]

(6-15)

where \( E \) and \( B \) are the electric and magnetic field strengths in electromagnetic units, \( q \) is the particle charge in electromagnetic units, and \( \phi \) is the gravitational potential. To obtain the mean value of \( F \), averaged over all the particles in a unit volume, we replace \( w \) by \( v \) in equation (6-15).
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Symbols

a Radius of gyration, equation (1-4).

A Atomic weight; $A_e$, $A_i$, atomic weight of electrons, positive ions.

$A_B$, $A_e$ Diffusion constant, equation (5-18), and recapture constant, equation (5-63).

B Magnetic field strength, in gauss; $\delta B$, change in B resulting from a displacement $\xi$, equation (4-8).

c Velocity of light, $2.9979 \times 10^8$ cm/sec.

c Number of collisions experienced by a test particle.

c Numerical constant.

c Attenuation distance for wave amplitude, equation (3-5).

c Charge of proton, $4.803 \times 10^{-10}$ e.s.u.

c Electric field strength, in e.m.u., equal to $10^8$ times field strength in volts/cm; $E_x$, $E_y$, components of E parallel and perpendicular to B.

cg Maximum E in a sinusoidal wave.

$f(w)$ Velocity distribution function; density of particles in velocity space; $f^{*}(w)$, Maxwell-Boltzmann distribution function, equation (5-8).

F Force on a particle, in dynes.

Fg Acceleration of gravity; $g_B$, $g_d$, components of g parallel and perpendicular to B.

$G_x$ Quantum mechanical correction factor; $g_{\mu\nu}$, correction factor for radiation from free-free transitions (bremsstrahlung), equations (5-59) and (5-61); $g_{\mu\nu}$, for radiation from free-bound transitions, equation (5-64).

$G(z)$ Function defined in equation (5-20).

h Debye shielding distance, equation (2-3).

h Planck's constant, $6.625 \times 10^{-27}$ gm cm$^2$/sec.

$i$ ($= 1$)$^{1/2}$.

I Total current, in e.m.u., equal to 1/10 times the current in amperes.

I(z) Imaginary part of z.

j Current density, in e.m.u., equal to 1/10 times the current density in amp/cm$^2$.

k Boltzmann constant, $1.380 \times 10^{-16}$ erg/degree.

K Dielectric constant, equation (2-32).

$\kappa$ Coefficient of thermal conductivity; $\kappa_T$, thermal conductivity of a Lorentz gas, equation (5-47); $\kappa_L$, thermal conductivity transverse to a strong magnetic field, equation (5-53).

l Parameter characterizing Maxwell-Boltzmann distribution, equation (5-9).

l Designation for left-handed circularly polarized wave.

ln $x$ Natural, or Napierian, logarithm of $x$.

l Distance, length.

m Particle mass in grams; $m_e$, electron and ion mass.

n Integer characterizing a particular normal mode, in which some perturbation varies as exp ($im\theta$).

N Number of degrees of freedom.

M Reduced mass, equation (3-3).

n Particle density, per cm$^3$.

N No. of particles in a volume, or per linear cm (pinch effect).

n Particle density, per cm$^3$.

N Number of particles in a volume, or per linear cm (pinch effect).

n No. of particles in a volume, or per linear cm (pinch effect).

o Designation for ordinary wave, E parallel to B.

p Pressure; $p_e$, $p_i$, pressure of electrons and positive ions; $p_x$, $p_y$, pressure perpendicular and parallel to B.

P Impact parameter, distance of closest approach in absence of interaction force.

p Value of impact parameter such that deflection in orbital plane is $\pi/2$.

$p_e$ Probability per unit time of electron runaway, equation (5-40).

P Rate of transfer of momentum, per cm$^3$ per sec, as a result of encounters with other particles; $P_{ij}$, rate of momentum transfer to particles of type $i$ from those of type j.

$P_{ij}$ Rate of transfer of momentum, per cm$^3$ per sec, as a result of encounters with other particles; $P_{ij}$, rate of momentum transfer to particles of type $i$ from those of type j.

q Electrical charge, in e.m.u., equal to 1/10 times the charge in coulombs.

Q Heat flux; $Q_x$, heat flux perpendicular to B.

Q Position vector.

r Designation for right-handed circularly polarized wave.

R Reflection coefficient.

$R_0$ Radius of curvature of lines of force, in equations (1-12) and (1-13).

s Distance; $ds$, line element.

S Area; $dS$ element of area.

t Time.

$\tau$ Self-collision time, equation (5-26).

$\tau_0$ Deflection time, equation (5-22).

$\tau_e$ Energy exchange time, equation (5-25).

$\tau_0$ Slowing-down time, equation (5-28).
\( l_e \)  
Time of equipartition, between two groups of particles, equation (5-31).

\( T \)  
Temperature in degrees Kelvin, equal to 11,600 times \( kT \) in electron volts; \( T_e, T_i \), kinetic temperature of electrons, positive ions; \( T_p, T_i \), kinetic temperature for velocities parallel and perpendicular to \( B \).

\( u \)  
Relative velocity (Chapter 5).

\( u_n \)  
Root mean square maximum velocity (relative to wave) for particle trapping, equation (3-51).

\( U \)  
Electric potential, in e.m.u., equal to particle velocity; \( U \), phase velocity (Chapter 5).

\( v \)  
Macroseismic velocity, equations (2-5) and (6-3); \( v_x, v_y \), macroscopic velocity of electrons, positive ions.

\( v_d \)  
Diffusion velocity; \( v_{dn}, v_{dp}, v_{dn}, \) diffusion velocities resulting from finite resistivity (electron-ion collisions), viscosity (ion-ion collisions), and plasma turbulence, equations (2-39), (2-42), and (2-45), respectively.

\( V \)  
Volume; \( \Delta V, dV, \) element of volume.

\( V_A \)  
Alfvén velocity, equation (3-29).

\( V_s \)  
Sound velocity (acoustic or positive-ion waves), equation (3-21).

\( w \)  
Particle velocity; \( w_p, w_i \), velocity parallel and perpendicular to \( B \) (Chapter 1); not to be confused with \( \Delta w_q \) and \( \Delta w_T \) (Chapter 5).

\( w_p \)  
Drift velocity across magnetic field; velocity of the guiding center.

\( w_r \)  
Velocity of particles which experience resonant acceleration, equation (3-58).

\( W \)  
Energy; \( \delta W(\xi, \eta) \), change in total energy, excluding kinetic, resulting from a displacement \( \xi; \delta W_{\xi}, \delta W_{\eta}, \delta W_{\xi \eta} \), contributions to \( \delta W \) resulting from changes at the plasma surface (equation 4-6), in the plasma volume (equation 4-7), and in the vacuum.

\( x, y, z \)  
Coordinate axes.

\( z \)  
Designation for extraordinary wave, \( E \) perpendicular to \( B \).

\( Z \)  
Particle charge, in units of the proton charge; in all macroscopic equations, the average charge of the positive ions.

\( a \)  
Recombination coefficient, equation (5-67).

\( a, \beta \)  
Fine structure constant, Section 5.2.

\( \beta \)  
Coefficients of thermoelastic effect, equations (5-43) and (5-44).

\( \beta_i \)  
Ratio of \( e \) to light velocity, \( c, \beta_x \) and \( \beta_1 \), corresponding ratios for \( w_p, w_i \), \( 157,000^o Z^2/T \), equations (5-67) through (5-69).

\( \gamma \)  
Ratio of specific heats.

\( \gamma \)  
Euler's constant, equal to 0.5772.

\( \gamma_0 \)  
Factors by which \( W_p \) must be divided to give the actual \( \gamma \).

\( \gamma' \)  
Parameter entering the probability of electron runaway, equation (5-39), about equal to the ratio of mean electron drift velocity to random thermal velocity.

\( \delta x \)  
Factor by which \( Z_e \) must be multiplied to give \( X \).

\( \Delta \)  
Increment; \( \Delta w_p, \Delta w_T \), increment of \( w \) parallel and perpendicular to \( w \).

\( \epsilon \)  
Factor by which \( X \) must be reduced because of thermoelectric effect.

\( \epsilon_f \)  
Rate of radiation in free-free transitions, equation (5-69).

\( \epsilon_s \)  
Rate of synchrotron radiation, equation (5-73); \( \epsilon_{m}, \) radiation rate for nth harmonic, equation (5-70).

\( \eta \)  
Ratio of values of \( \omega_p^2 \) for two components in a plasma.

\( \nu \)  
Resistivity, in e.m.u., equal to \( 10^9 \) times resistivity in ohm-em; \( \nu_L \), resistivity of a Lorentz gas, equation (5-34); \( \nu_N \), resistivity transverse to a strong magnetic field, equation (5-42).

\( \theta \)  
Angle.

\( \kappa \)  
Wave number, \( 2\pi/\lambda \).

\( \kappa \)  
Absorption coefficient per cm\(^2\) for radiation of frequency \( \nu \), units are cm\(^2\)/cm\(^2\).

\( \lambda \)  
Wavelength.

Thermoelectric coefficient in a strong magnetic field, equation (5-52).

\( \Lambda \)  
Ratio of Debye shielding distance to \( p_e \), equation (5-14).

\( \mu \)  
Magnetic moment (diamagnetic) of a charged particle gyrating about magnetic lines of force, equation (1-17).

\( \nu_1 \)  
Coefficient of viscosity; \( \nu_1 \), coefficient of viscosity for shearing stresses in plane perpendicular to \( B \).

\( \nu \)  
Frequency, including collision frequency; \( \nu_c \), cyclotron frequency.

\( \xi(r) \)  
Arbitrary displacement in a fluid.

\( \rho \)  
Mass density, in grams/cm\(^3\).

\( \sigma \)  
Charge density, in e.m.u., per cm\(^2\), equal to \( 1/10 \) times charge density in coulombs/cm\(^2\).

\( \tau_s \)  
Decay rate of wave amplitude.

\( \sigma_f \)  
Cross section of free electron for scattering a photon, equation (5-56).

\( \sigma_m \)  
Cross section of a bare nucleus for capturing a free electron into level \( n \), equation (5-62).

\( \nu \)  
Decay time for magnetic field.
Gravitational potential.

$\phi$  
Function defined in equation (5-69).

$\Phi$  
Flux through surface.

$\phi(x)$  
Error function.

$\chi$  
Deflection angle in orbital plane, in encounter between two particles.

$\psi$  
Angle characterizing encounter between two particles, Figure 5.1 and equation (5-1).

$\Psi$  
Stress tensor, equations (2-6) and (6-13).

$\omega$  
Angular frequency; $\omega_\omega$, cyclotron frequency; $\omega_{ei}$, $\omega_{ei}$, cyclotron frequency of electrons, positive ions.

$\alpha_{\text{pr}}$  
Plasma frequency, equation (3-6).

$\alpha_{\text{tr}}(w)$  
Parameter measuring the number of particles with the velocity $w$, equation (3-60).

$\omega_{\text{tr}}$  
Oscillation frequency of trapped particles, equation (3-51).

$\Omega$  
Solid angle: $\Omega$, element of solid angle.

$\nabla$  
Gradient; $\nabla \times$, gradient parallel and perpendicular to $B$.

$(X)$  
Diffusion coefficient; the value of $X$ summed over all encounters experienced by a test particle per second averaged over all test particles within a volume element in phase space.
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